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A la croisée de plusieurs champs disciplinaires : mathématiques, probabilités, statistiques, 
informatique, intelligence artificielle, théorie de l’information et visualisation, la science 
des données met en œuvre différents outils d’analyse de données afin d’extraire 
automatiquement des informations utiles, des connaissances, à partir de données 
potentiellement massives. Le but ultime est de rendre cette information plus facile à 
exploiter, la protéger et la valoriser. Elle pourra servir de base ensuite à des processus 
d’évaluation et d’aide à la décision. 

Ce cours est organisé en 2 UEs :
Master 1 : Bases mathématiques et informatiques de la science des données.
Master 2 : Notions avancées d'intelligence artificielle et d'apprentissage artificiel.
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Renforcer les compétences théoriques avec un approfondissement des statistiques et de la 
théorie des probabilités. 

Introduire les méthodes et techniques d’apprentissage artificiel.

Former à l'utilisation de langages informatiques (Python et R) pour réaliser des projets 
permettant de mettre en pratique les aspects théoriques de la science des données.

Mots clés : probabilités, statistiques, base de données, apprentissage artificiel, R, python.

Prérequis : notions de base en probabilités, statistiques et programmation.
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Equipe pédagogique : 

• Nicolas Sutton-Charani (NSC)
 Enseignant Chercheur - EuroMov Digital Health in Motion, Univ Montpellier, IMT Mines Ales

• Gérard Dray (GD)
 Enseignant Chercheur - EuroMov Digital Health in Motion, Univ Montpellier, IMT Mines Ales

4Moyens

Date Heure début Heure fin Intervenant Salle Moyens pédagogiques

jeudi 22 janvier 2026 13:15:0018:15:00 Gérard Dray TD 36.414 Cours/TD

jeudi 29 janvier 2026 13:15:0018:15:00 Nicolas Sutton-Charani TD 36.416 Cours/TD

jeudi 5 février 2026 13:15:0018:15:00 Nicolas Sutton-Charani TD 36.412 Cours/TD

jeudi 12 février 2026 13:15:0018:15:00 Nicolas Sutton-Charani TD 36.315 Cours/TD

jeudi 26 mars 2026 13:15:0018:15:00 Equipe pédagogique TD 36.410 Projet

jeudi 2 avril 2026 13:15:0018:15:00 Equipe pédagogique TD 36.417 Projet

jeudi 9 avril 2026 13:15:0018:15:00 Equipe pédagogique TD 36.410 Projet

jeudi 16 avril 2026 13:15:0018:15:00 Equipe pédagogique TD 36.410 Projet
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Scale: 0 = none, 1 = basic awareness, 2 = beginner, 3 = intermediate, 4 = advanced

1. Programming (Python or similar)

2. Math & stats basics for Machine Learning

3. Machine Learning fundamentals (train/test split, overfitting, metrics)

4. Supervised learning (classification & regression)

5. Unsupervised learning (clustering)

Quick start poll 6
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What I am:

• A support:

• for ML concepts, methods, and good practices

• for problem framing (what to predict, what data to use, how to evaluate)

• for interpretation and critical thinking (limits, bias, generalization)

• for clear reporting (results, metrics, conclusions)

What I am not:

• A code debugger or IT support (I won’t fix your environment/setup issues)

• A “do-it-for-you” solution: you must run experiments and make choices

• A guarantee of performance: ML results depend on data and validation

• A replacement for scientific reasoning.

What I am / What I am not

Key message:
I help you learn to build and trust ML models, 

you remain responsible for implementation and validation.

7
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Data Science for Health Applications
• Turning clinical, physiological, and behavioral data into reliable decision support
• From measurements to models: prediction, classification, and risk stratification
• Focus on methods you can trust: evaluation, interpretability, and limitations

Typical health applications
• Patient monitoring (wearables, vitals, time-series)
• Diagnosis support & screening
• Prognosis and outcome prediction
• Rehabilitation and personalized follow-up
• Medical imaging

Course positioning

Key message: 
Build models that are not only accurate, but clinically meaningful and validated.

8



9

• Data Science is a discipline that :
• Turns raw data into actionable knowledge
• Combines statistics, artificial intelligence, programming, and domain expertise
• Covers the full pipeline: collect, clean, explore, model, communicate

• Why it matters in Health
• Data are often noisy, heterogeneous, incomplete, and context-dependent
• Good decisions require reliable data + rigorous evaluation, not only algorithms
• Most effort is upstream: data quality drives model quality

What is Data Science?

Key message: 
Key message: Better data beats better algorithms

9
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• Artificial Intelligence (AI): a broad umbrella

• Systems that perform tasks typically requiring human intelligence:
• pattern recognition
• decision-making
• perception (vision, signals)
• language understanding

• AI ranges from rule-based systems to learning-based approaches

What is Artificial Intelligence?

Key message: 
In this course, we focus on the AI family that learns from examples: Machine Learning.

10
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• Machine Learning (ML): learning patterns from examples

• Models learn a mapping from inputs to outputs using data

• Typical goals:
• prediction (e.g., injury risk, fatigue state)
• classification (e.g., movement quality categories)
• pattern discovery (e.g., movement strategies)

• ML is not magic: performance depends on data quality, design choices, and evaluation

What is Machine Learning?

Key message:
ML is a methodology to build models that generalize beyond observed examples.

11
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Examples in sport, health, and ergonomics:
• Performance & training: workload monitoring, technique assessment
• Injury prevention: screening, risk indicators, load–response modeling
• Rehabilitation: progress tracking, return-to-activity decision support
• Ergonomics: task recognition, exposure estimation, risk detection
• Clinical & health: activity recognition, functional capacity estimation

Typical Health use cases

Key message:
The same ML tools apply across domains

What changes is the question and constraints.

12
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From measurements to a validated model: 
• Define the problem & the target outcome
• Build a dataset (signals, labels, context)
• Preprocess and represent inputs (features or representations)
• Train a model + tune hyperparameters
• Evaluate properly (generalization, bias, robustness)
• Interpret results and consider deployment constraints

The ML workflow (big picture)

Key message:
Most ML failures come from the workflow (problem definition, leakage, evaluation),

not from the algorithm.

13
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What you will learn and how we will think

Core ML approaches:
• supervised learning (regression, classification)
• unsupervised learning (clustering, dimensionality reduction)

Evaluation & pitfalls:
overfitting, leakage, cross-validation, metrics

Responsible and critical perspective:
interpretability, bias, reliability, limitations

Practical orientation through examples

Course goals & mindset

Key message:
The objective is not only to “run models”, but to build trustworthy and useful ones.

14
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Être capable de comprendre :
• la définition de la science des données
• les définitions de l’Intelligence Artificielle
• la méthodologie d’Apprentissage Artificiel

Initier une réflexion sur l’usage de la science des données dans le domaine de la santé 
numérique

16
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Programme :
• Une histoire ancienne
• Principales définitions
• Méthode d’apprentissage automatique : une illustration
• Exemples
• Discussion et Conclusion

17

Organisation 1717
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Artificial Intelligence:
An ancient story

18
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1822 Jean-François Champollion
"During the reign of the young man who
succeeded his father, Lord of the Diadems,
most glorious, who established Egypt and
was pious toward the gods, triumphing over
his enemies and bringing peace and civilized
life to men, Lord of the Ceremonies of the
Thirty Years, like Ptah the Great, a king like
Ra, great king of Upper and Lower Egypt,
progeny of the Philopatores Gods, approved
by Ptah, to whom Ra gave victory, the living
image of Amun, son of Ra, PTOLEMY, WILL
LIVE FOREVER, BELOVED OF PTAH, in the
ninth year, when the son Aetos of Aetos was
priest of Alexandria, and the Soteres Gods,
and the Adelphoi Gods, and the Euergetai
Gods, and the Philopatores Gods, and the
Epiphanes Eucharistos God; daughter
Pyrrha of Philinos who is Athlophoros of
Berenike Euergetis, daughter Areia of
Diogenes who is Kanephoros of Arsinoe
Philadelphos; daughter Irene of Ptolemy
who is Priestess of Arsinoe Philopator; the
fourth day of the month of Xandikos,
according to the Egyptians the 18th Mekhir
..."

Pierre de Rosette, 196 av. J.-C

Egyptian hieroglyphics

Demotic Egyptian

Greek alphabet

19
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1854 - John Snow
Cholera epidemic, London
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History of Artificial Intelligence

1960s 1970s 1980s 1990s 2000s 2010s 2020s

https://www.technologystories.org/ai-evolution/#_ftnref2

Boom 1

Boom 2

Winter 1

GOFAI
("Good old fashioned 
artificial intelligence")

Expert
Systems

Machine
Learning

Boom 3

Winter 2

21
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1943 The formal neuron of McCulloch and Pitts

https://towardsdatascience.com/the-differences-between-artificial-and-biological-neural-networks-a8b46db828b7

https://images.slideplayer.com/22/6379712/slides/slide_8.jpg

https://www.mql5.com/fr/articles/5486

22
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1956 The Dartmouth Conference

The Dartmouth Conference (Dartmouth Summer Research Project on Artificial Intelligence) was a scientific workshop
held in the summer of 1956, which is considered to be the birth of artificial intelligence as a field of research.

23
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Artificial Intelligence
“The science and engineering of making intelligent
machines, especially intelligent computer programs”

1956 John McCarthy

https://becominghuman.ai/introduction-to-artificial-intelligence-5fba0148ec99
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“Machine learning is a field of study that gives computers
the ability to learn without being explicitly programmed.”

1959 Arthur Samuel

https://www.ibm.com/ibm/history/ibm100/us/en/icons/ibm700series/impacts/
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“Instead of trying to produce a programme
to simulate the adult mind, why not rather
try to produce one which simulates the
child's ? If this were then subjected to an
appropriate course of education one would
obtain the adult brain.”

https://fr.wikipedia.org/wiki/Alan_Turing26

26261963 Alan Mathison Turing
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DATA MINING
27271996 An urban legend
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1997 The day Deep Blue defeated Garry Kasparov at chess

https://www.cscience.ca/2020/08/07/le-jour-ou-deep-blue-a-battu-garry-kasparov-aux-echecs/28

May 11, 1997, chess champion Garry Kasparov loses the sixth game of a historic match.
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1982 John Joseph Hopfield

https://www.pnas.org/doi/abs/10.1073/pnas.79.8.2554https://tpebrodinserise.wordpress.com/hebb-modele-hopfield/https://fr.wikipedia.org/wiki/John_Joseph_Hopfield
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2000 Machine Learning

Chat

Cat

30
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Chien

Dog

2000 Machine Learning
31
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2000 Machine Learning
32
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2000 Machine Learning

Cat
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2000 Machine Learning

Dog
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2000 Machine Learning

Cat 25%
Dog 75%
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2005 Deep Learning

36

Geoffrey Everest Hinton (born 6 December 1947) is a British-Canadian computer scientist, cognitive
scientist, and cognitive psychologist known for his work on artificial neural networks, which earned him
the title "the Godfather of AI".

https://www.theengineeringprojects.com/2022/11/introduction-to-deep-learning.html

https://en.wikipedia.org/wiki/Geoffrey_Hinton
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Deep Learning
Apprentissage Profond
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2020

https://www.nature.com/articles/s41586-019-1799-6.pdf
https://www.nature.com/articles/s41586-019-1799-6.pdf
https://www.nature.com/articles/s41586-019-1799-6.pdf
https://www.nature.com/articles/s41586-019-1799-6.pdf
https://www.nature.com/articles/s41586-019-1799-6.pdf
https://www.nature.com/articles/s41586-019-1799-6.pdf
https://www.nature.com/articles/s41586-019-1799-6.pdf
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https://simulator.drdata.io/

4040
2021



41https://www.leparisien.fr/sports/rugby/xv-de-france-ce-ne-sont-pas-les-chiffres-qui-nous-dirigent-comment-fabien-galthie-utilise-les-datas-16-11-2022-EOIYH3I7GVBYJMNJEM2JW4555A.php41

Les chiffres, fournis notamment par un puce GPS 
incrustée dans les maillots, remontent et s’inscrivent 
dans une base de données où figurent 1438 matchs 
(XV de France, U20 et Top 14 compris). Les ballons 
connectés et les protège-dents connectés élargissent 
également le champ des investigations. « Attention, 
ce ne sont pas les chiffres qui nous dirigent mais 
nous qui dirigeons les chiffres », lance Fabien 
Galthié. D’ailleurs, sur un match, je ne suis connecté 
à rien. Je regarde, j’écoute, je suis au cœur de 
l’environnement, il n’y a pas un seul chiffre qui 
m’impacte. Les décisions, on les prend avec notre 
intuition et notre savoir-faire. » La science, elle, est là 
pour répondre aux interrogations.

4141
2022



42https://openai.com42

https://chat.openai.com/chat

https://openai.com/dall-e-2/

4242
2022
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2022 Generative Artificial Intelligence

Dog

43
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2022 Generative Artificial Intelligence

Dog

44
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2024

https://culturesciencesphysique.ens-lyon.fr/actualites/prix-nobel-de-physique-2024
https://www.clubic.com/actualite-539927-prix-nobel-de-physique-2024-les-laureats-recompenses-pour-leurs-travaux-sur-cette-techno-indispensable-a-l-ia.html

45
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Agent conversationnel

https://chat.openai.com/

2025 Generative Artificial Intelligence

You

Pourrais-tu rédiger une brève introduction pour un cours sur 

l’intelligence artificielle appliquée à l'ingénierie biomédicale ?

ChatGPT

Bien sûr ! Voici une proposition de texte pour introduire un cours sur 

l'intelligence artificielle appliquée à l'ingénierie biomédicale :

---

**Introduction au cours : Intelligence Artificielle en Ingénierie 

Biomédicale**

Bienvenue dans ce cours passionnant où nous explorerons les 

intersections innovantes entre l'intelligence artificielle (IA) et 

l'ingénierie biomédicale. Ce domaine en pleine expansion utilise les 

avancées de l'IA pour transformer les soins de santé, en améliorant 

les diagnostics, en optimisant les traitements et en révolutionnant la 

gestion des maladies.

Au cours de ce programme, nous aborderons les principes 

fondamentaux de l'IA, y compris l'apprentissage automatique, le 

traitement du langage naturel et la vision par ordinateur, et comment 

ces technologies peuvent être appliquées spécifiquement dans le 

contexte biomédical. Nous étudierons des études de cas réelles 

montrant l'impact de l'IA sur la création de dispositifs médicaux 

intelligents, le développement de techniques de diagnostic précoces 

et l'élaboration de solutions personnalisées pour le traitement des 

patients.

Ce cours est conçu pour fournir aux étudiants une compréhension 

profonde des défis techniques, éthiques et réglementaires associés à 

l'intégration de l'IA dans les applications biomédicales. En combinant 

théorie et pratique, nous préparerons les étudiants à devenir les 

pionniers de cette révolution technologique en santé.

Préparez-vous à plonger dans un monde où la technologie et la 

médecine convergent pour améliorer la qualité de vie des personnes 

à l'échelle mondiale. Ensemble, nous découvrirons comment 

l'intelligence artificielle peut être utilisée pour résoudre certains des 

problèmes les plus urgents en médecine aujourd'hui.

---

J'espère que cette introduction vous conviendra pour votre cours !

4646
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2025

47

Midjourney Bot

/Imagine

Ultra realistic photo of a class of students 
taking a machine-learning workshop and 
listening to a human teacher 

4747
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2025

48
https://www.lemonde.fr/economie/article/2025/01/22/le-mandat-trump-commence-par-une-pluie-de-centaines-de-milliards-dollars-destines-l-intelligence-
artificielle_6509500_3234.html?lmd_medium=email&lmd_campaign=trf_newsletters_lmfr&lmd_creation=a_la_une&lmd_send_date=undefined&lmd_email_link=a-la-une-points-forts-lire-la-suite&M_BT=55310159973680

4848



4949https://journal.lemonde.fr/data/4326/reader/reader.html?t=1738135108590#!preferred/0/package/4326/pub/6197/page/1/alb/241653

2025
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https://healthmanagement.org/c/hospital/news/implementing-the-eu-ai-act-in-radiology-esrs-recommendations
https://healthmanagement.org/c/imaging/news/ai-in-lung-cancer-screening-enhancing-accuracy-and-reducing-workload

2025
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Historique de l’Intelligence Artificielle

51

Années
1960

Années
1970

Années
1980

Années
1990

Années
2000

Années
2010

Années
2020

https://www.technologystories.org/ai-evolution/#_ftnref2

Boom 1

Boom 2

Hiver 1 Hiver 2

GOFAI Systèmes
Experts

Apprentissage
Automatique

Boom 3
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Key definitions

52

52



53https://medium.com/swlh/the-map-of-artificial-intelligence-2020-2c4f446f4e43

The Map of Artificial Intelligence 53
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What is Artificial Intelligence (AI)?
Artificial intelligence refers to any tool used by a machine to “reproduce human-like behaviors, such as reasoning,
planning, and creativity.”

What is machine learning (ML)?
Machine learning is a field of artificial intelligence that aims to give machines the ability to “learn” from
data using mathematical models. More specifically, it is the process by which relevant information is
extracted from a training data set.The goal of this phase is to obtain the parameters of a model that will
achieve the best performance, particularly when performing the task assigned to the model. Once learning
is complete, the model can then be deployed in production.

What is deep learning (DL)?
Deep learning is a subset of machine learning. Deep learning is a machine learning process that
uses neural networks with multiple layers of hidden neurons. These algorithms have a large
number of parameters, so they require a very large amount of data in order to be trained.

54https://www.cnil.fr/
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Qu'est-ce que l'intelligence artificielle? (Artificial Intelligence)
L’intelligence artificielle représente tout outil utilisé par une machine afin de « reproduire des comportements liés 
aux humains, tels que le raisonnement, la planification et la créativité ».

Qu'est-ce que l'apprentissage automatique ? (Machine Learning)
L’apprentissage automatique est un champ d’étude de l’intelligence artificielle qui vise à donner aux 
machines la capacité d’« apprendre » à partir de données, via des modèles mathématiques. Plus 
précisément, il s’agit du procédé par lequel les informations pertinentes sont tirées d’un ensemble de 
données d’entraînement.
Le but de cette phase est l’obtention des paramètres d’un modèle qui atteindront les meilleures 
performances, notamment lors de la réalisation de la tâche attribuée au modèle. Une fois l’apprentissage 
réalisé, le modèle pourra ensuite être déployé en production.

Qu'est-ce que l'apprentissage profond ? (Deep Learning)
L'apprentissage profond est un sous-ensemble de l'apprentissage automatique. L’apprentissage 
profond est un procédé d’apprentissage automatique utilisant des réseaux de neurones 
possédants plusieurs couches de neurones cachées. Ces algorithmes possédant de très nombreux 
paramètres, ils demandent un nombre très important de données afin d’être entraînés.

55https://www.cnil.fr/
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Qu'est-ce que l'apprentissage automatique ? (Machine Learning)
Qu'est-ce que l'apprentissage profond ? (Deep Learning)

56

https://datawider.com/how-deep-learning-is-different-from-machine-learning/
https://levity.ai/blog/difference-machine-learning-deep-learning

5656
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Qu'est-ce que la science des données ?
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La science des données est l'étude de 
l’extraction automatisée de connaissance à 
partir de grands ensembles de données.

Plus précisément, la science des données est 
un domaine interdisciplinaire qui utilise des 
méthodes, des processus, des algorithmes et 
des systèmes scientifiques pour extraire des 
connaissances et des idées à partir de 
nombreuses données structurées ou non . Elle 
est souvent associée aux données massives et 
à l'analyse des données.

Elle utilise des techniques et des théories 
tirées de nombreux domaines dans le 
contexte des mathématiques, des 
statistiques, de l'informatique, de la théorie 
et des technologies de l'information, parmi 
lesquelles : l’apprentissage automatique, la 
compression de données et le calcul à haute 
performance.
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Méthode
d’apprentissage automatique :

une illustration

58

58
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Apprentissage Automatique Supervisé

Apprendre à l’ordinateur à discerner une peinture du mouvement: 
• Impressionnisme,
• Surréalisme,
• Expressionisme abstrait.

59
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Apprentissage Automatique Supervisé

Apprendre à l’ordinateur à discerner une peinture du mouvement: 
• Impressionnisme,
• Surréalisme,
• Expressionisme abstrait.

60

6060
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Apprentissage Automatique Supervisé

Apprendre à l’ordinateur à discerner une peinture du mouvement: 
• Impressionnisme,
• Surréalisme,
• Expressionisme abstrait.

61
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Processus d'induction à partir des données

Méthodes

d'apprentissage
Modèles

Aide à

la décision

Données

Formatées

Nouvelles

Données

Apprentissage Automatique Supervisé
6262
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Phase d’apprentissage

63

Méthodes

d'apprentissage
Modèles

Aide à

la décision

Données

Formatées

Nouvelles

Données

Processus d'induction à partir des données

Apprentissage Automatique Supervisé
6363
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Phase de test

64

Méthodes

d'apprentissage
Modèles

Aide à

la décision

Données

Formatées

Nouvelles

Données

Processus d'induction à partir des données

Apprentissage Automatique Supervisé
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Extraction des 
caractéristique

s

Abstraction
et 

Réduction

Apprentissag
e

Automatique

Généralisation

Evaluation
Test

Collecte 
des 

données

6565
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1. Impressionnisme (vers 1860-1890)

L'Impressionnisme est un mouvement qui met l’accent sur la lumière, la couleur et les sensations visuelles immédiates, souvent en plein air.
Artistes et œuvres associées :

    Claude Monet – Impression, soleil levant (1872), Nymphéas (série, 1899-1926)
    Pierre-Auguste Renoir – Bal du moulin de la Galette (1876), Déjeuner des canotiers (1881)
    Edgar Degas – L'Étoile (1878), Les Repasseuses (1884)
    Camille Pissarro – Boulevard Montmartre, effet de nuit (1897), Gelée blanche (1873)
    Berthe Morisot – Le Berceau (1872), Jeune femme en toilette de bal (1879)
    Alfred Sisley – Inondation à Port-Marly (1876), La Seine à Bougival (1876)
    Gustave Caillebotte – Les Raboteurs de parquet (1875), Rue de Paris, temps de pluie (1877)
    Mary Cassatt – La Toilette (1891), Le Thé (1880)
    Frédéric Bazille – Atelier de Bazille (1870), La Réunion de famille (1867)
    Eva Gonzalès – Nanny et Enfant (1877-78), Le Chignon (1877)

Collecte des 
données Constitution de la base d’apprentissage

6666
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2. Surréalisme (vers 1920-1960)

Le Surréalisme explore l’inconscient, les rêves et l’irrationnel, souvent avec une forte charge symbolique.
Artistes et œuvres associées :

    Salvador Dalí – La Persistance de la mémoire (1931), Le Rêve (1931)
    René Magritte – La Trahison des images (1929), L’Empire des lumières (1954)
    Max Ernst – L’Éléphant Célèbes (1921), La Ville entière (1935-36)
    Joan Miró – Le Carnaval d'Arlequin (1924-25), Bleu II (1961)
    André Masson – Automatisme (1925), La Métamorphose (1929)
    Yves Tanguy – Mama, Papa est blessé ! (1927), L’Extinction des espèces (1938)
    Leonora Carrington – La Débutante (1937), The Lovers (1950)
    Dorothea Tanning – Birthday (1942), Eine Kleine Nachtmusik (1943)
    Victor Brauner – Le Surréaliste (1947), Le Grand Transparent (1947)
    Frida Kahlo – Les Deux Fridas (1939), La Colonne brisée (1944)
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3. Expressionnisme abstrait (vers 1940-1960)

Ce mouvement, né aux États-Unis, privilégie l’expression spontanée des émotions à travers des formes abstraites et gestuelles.
Artistes et œuvres associées :

    Jackson Pollock – Number 1A, 1948 (1948), Lavender Mist (1950)
    Mark Rothko – Orange, Red, Yellow (1961), No. 61 (Rust and Blue) (1953)
    Willem de Kooning – Woman I (1952), Excavation (1950)
    Franz Kline – Mahoning (1956), Chief (1950)
    Clyfford Still – PH-385 (1949), PH-1033 (1976)
    Robert Motherwell – Elegy to the Spanish Republic No. 110 (1971), At Five in the Afternoon (1949)
    Lee Krasner – The Seasons (1957), Gaea (1966)
    Joan Mitchell – Hemlock (1956), City Landscape (1955)
    Barnett Newman – Vir Heroicus Sublimis (1951), Onement VI (1953)
    Ad Reinhardt – Abstract Painting (1966), Number 107 (1950)

68

Collecte des 
données Constitution de la base d’apprentissage

6868



69

Collecte des 
données

69

Constitution de la base d’apprentissage

6969



70

I I I I I I I I II

I I I I I I I I II

S S S S S S S S S S

S S S S S S S S S S

E E E E E E E E E E

E E E E E E E E E E

01 03
05

07
09

11 13

15

17 19

02 04 06 08

10

12 14

16
18

20

21 23
25

27 29 31
33

35 37

39

22
24

26 28
30 32

34 36
38 40

41
43

45
47

49
51 53 55 57 59

42
44

46 48 50 52 54 56 58
60

70



7171

Extraction des 
caractéristiques

Numéro

Descripteur
Descripteur Type Description Interprétation Exemple

1 Id Métadonnée Numéro d'Identification Numéro d'identification unique 18

2 Style Classe

Nom du Mouvement artistique du tableau

{Impressionnisme, Surréalisme, 

Expressionnisme-Abstrait}

Classe à prédire Impressionnisme

3 Annee Métadonnée Année d'achèvement du tableau 1867

4 Prenom_Nom_Titre Métadonnée Frederic_Bazille_La_Reunion_de_famille

5 No_Prenom_Nom_Titre_Annee Métadonnée
18_Frederic_Bazille_

La_Reunion_de_famille_1867
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Extraction des 
caractéristiques

Numéro

Descripteur
Descripteur Type Description Interprétation Exemple

6 Moyenne_Rouge Descripteur Moyenne du canal rouge (0-1) 0 = Pas de rouge, 1 = Image très rouge 0.43

7 Moyenne_Vert Descripteur Moyenne du canal vert (0-1) 0 = Pas de vert, 1 = Image très verte 0.43

8 Moyenne_Bleu Descripteur Moyenne du canal bleu (0-1) 0 = Pas de bleu, 1 = Image très bleue 0.40

9 Saturation_Moyenne Descripteur Intensité moyenne des couleurs (0-1) 0 = Image en niveaux de gris, 1 = Couleurs très saturées 0.29

10 Variance_Saturation Descripteur Variation de la saturation (dispersion des couleurs) Faible = Couleurs homogènes, élevée = Mélange de couleurs vives 0.03

11 Teinte_Moyenne Descripteur Couleur dominante dans l’image (0-360°) 0° = Rouge, 120° = Vert, 240° = Bleu 95.46

12 Contraste Descripteur Variation moyenne d’intensité entre pixels voisins Faible = Image lisse, élevée = Image très contrastée 0.54

13 Entropie Descripteur Complexité de l’image (niveau de détail) Faible = Image simple, élevée = Image très détaillée 7.76

14 Energie Descripteur Uniformité globale de l’image Faible  = texture très variée, élevée, texture très répétitive 252.03

15 GLCM_Contraste Descripteur Contraste basé sur la matrice de co-occurrence Faible = Peu de variations de texture, élevée = Texture marquée 0.23

16 GLCM_Correlation Descripteur Corrélation entre pixels adjacents Proche de 1 = Zones homogènes, proche de 0 = Texture désordonnée 0.97

17 GLCM_energie Descripteur Énergie (homogénéité) de la texture Faible = Texture variée, élevée = Texture répétitive 0.11

18 GLCM_Homogeneite Descripteur Régularité des textures Faible = Texture chaotique, élevée = Texture uniforme 0.91

19 Gabor_Moyenne Descripteur Réponse moyenne des filtres de Gabor (analyse de texture) Faible = Texture faible, élevée = Texture marquée 701.31

20 Gabor_ecart-Type Descripteur Dispersion des réponses de Gabor Faible = Texture homogène, élevée = Texture variée 1361.15

21 Nombre_Visages Descripteur Nombre de visages détectés 0 = Aucun visage, >0 = Nombre de visages trouvés 17.00

22 Densite_Contours Descripteur Nombre de contours détectés par Canny Faible = Image floue, élevée = Image avec bords nets 0.10

7272



7373

Extraction des 
caractéristiques

Numéro

Descripteur
Descripteur Type Description Interprétation Exemple

23 LBP_1 Descripteur Local Binary Pattern 1 Mesure la texture locale 0.07

24 LBP_2 Descripteur Local Binary Pattern 2 Mesure la texture locale 0.13

25 LBP_3 Descripteur Local Binary Pattern 3 Mesure la texture locale 0.12

26 LBP_4 Descripteur Local Binary Pattern 4 Mesure la texture locale 0.37

27 LBP_5 Descripteur Local Binary Pattern 5 Mesure la texture locale 0.65

28 LBP_6 Descripteur Local Binary Pattern 6 Mesure la texture locale 0.49

29 LBP_7 Descripteur Local Binary Pattern 7 Mesure la texture locale 0.24

30 LBP_8 Descripteur Local Binary Pattern 8 Mesure la texture locale 0.17

31 LBP_9 Descripteur Local Binary Pattern 9 Mesure la texture locale 0.18

32 LBP_10 Descripteur Local Binary Pattern 10 Mesure la texture locale 0.22

33 CouleurDominante_1_R Descripteur Composante rouge de la couleur dominante 1 0-1 : Plus proche de 1 = Plus de rouge 0.73

34 CouleurDominante_1_G Descripteur Composante verte de la couleur dominante 1 0-1 : Plus proche de 1 = Plus de vert 0.77

35 CouleurDominante_1_B Descripteur Composante bleue de la couleur dominante 1 0-1 : Plus proche de 1 = Plus de bleu 0.76

36 CouleurDominante_2_R Descripteur Composante rouge de la couleur dominante 2 0-1 : Plus proche de 1 = Plus de rouge 0.20

37 CouleurDominante_2_G Descripteur Composante verte de la couleur dominante 2 0-1 : Plus proche de 1 = Plus de vert 0.21

38 CouleurDominante_2_B Descripteur Composante bleue de la couleur dominante 2 0-1 : Plus proche de 1 = Plus de bleu 0.17

39 CouleurDominante_3_R Descripteur Composante rouge de la couleur dominante 3 0-1 : Plus proche de 1 = Plus de rouge 0.47

40 CouleurDominante_3_G Descripteur Composante verte de la couleur dominante 3 0-1 : Plus proche de 1 = Plus de vert 0.45

41 CouleurDominante_3_B Descripteur Composante bleue de la couleur dominante 3 0-1 : Plus proche de 1 = Plus de bleu 0.41
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Extraction des 
caractéristiques

Numéro

Descripteur
Descripteur Type Description Interprétation Exemple

42 HistR_1 Descripteur Bin 1 de l'histogramme du canal rouge 0-1 : Distribution des pixels rouges dans l’image 0.08

43 HistG_1 Descripteur Bin 1 de l'histogramme du canal vert 0-1 : Distribution des pixels verts dans l’image 0.38

44 HistB_1 Descripteur Bin 1 de l'histogramme du canal bleu 0-1 : Distribution des pixels bleus dans l’image 0.31

45 HistGray_1 Descripteur Bin 1 de l'histogramme des niveaux de gris 0-1 : Distribution des niveaux de gris 0.22

46 HistR_2 Descripteur Bin 2 de l'histogramme du canal rouge 0-1 : Distribution des pixels rouges dans l’image 0.02

47 HistG_2 Descripteur Bin 2 de l'histogramme du canal vert 0-1 : Distribution des pixels verts dans l’image 0.08

48 HistB_2 Descripteur Bin 2 de l'histogramme du canal bleu 0-1 : Distribution des pixels bleus dans l’image 0.39

49 HistGray_2 Descripteur Bin 2 de l'histogramme des niveaux de gris 0-1 : Distribution des niveaux de gris 0.31

50 HistR_3 Descripteur Bin 3 de l'histogramme du canal rouge 0-1 : Distribution des pixels rouges dans l’image 0.20

51 HistG_3 Descripteur Bin 3 de l'histogramme du canal vert 0-1 : Distribution des pixels verts dans l’image 0.03

52 HistB_3 Descripteur Bin 3 de l'histogramme du canal bleu 0-1 : Distribution des pixels bleus dans l’image 0.12

53 HistGray_3 Descripteur Bin 3 de l'histogramme des niveaux de gris 0-1 : Distribution des niveaux de gris 0.40

54 HistR_4 Descripteur Bin 4 de l'histogramme du canal rouge 0-1 : Distribution des pixels rouges dans l’image 0.29

55 HistG_4 Descripteur Bin 4 de l'histogramme du canal vert 0-1 : Distribution des pixels verts dans l’image 0.11

56 HistB_4 Descripteur Bin 4 de l'histogramme du canal bleu 0-1 : Distribution des pixels bleus dans l’image 0.08

57 HistGray_4 Descripteur Bin 4 de l'histogramme des niveaux de gris 0-1 : Distribution des niveaux de gris 0.08

58 HistR_5 Descripteur Bin 5 de l'histogramme du canal rouge 0-1 : Distribution des pixels rouges dans l’image 0.40

59 HistG_5 Descripteur Bin 5 de l'histogramme du canal vert 0-1 : Distribution des pixels verts dans l’image 0.30

60 HistB_5 Descripteur Bin 5 de l'histogramme du canal bleu 0-1 : Distribution des pixels bleus dans l’image 0.21

61 HistGray_5 Descripteur Bin 5 de l'histogramme des niveaux de gris 0-1 : Distribution des niveaux de gris 0.02
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Extraction des 
caractéristiques

01 02 03 04 05

18Impressionnisme 1867Frederic_Bazille_La_Reunion_de_famille 18_Frederic_Bazille_La_Reunion_de_famille_1867

06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33

0.43 0.43 0.40 0.29 0.0395.46 0.54 7.76 252 0.23 0.97 0.11 0.91 701 136117.00 0.10 0.07 0.13 0.12 0.37 0.65 0.49 0.24 0.17 0.18 0.22 0.73

34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61

0.77 0.76 0.20 0.21 0.17 0.47 0.45 0.41 0.08 0.38 0.31 0.22 0.02 0.08 0.39 0.31 0.20 0.03 0.12 0.40 0.29 0.11 0.08 0.08 0.40 0.30 0.21 0.02
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Extraction des 
caractéristiques

01 02 03 04 05

18Impressionnisme 1867Frederic_Bazille_La_Reunion_de_famille 18_Frederic_Bazille_La_Reunion_de_famille_1867

06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33

0.43 0.43 0.40 0.29 0.0395.46 0.54 7.76 252 0.23 0.97 0.11 0.91 701 136117.00 0.10 0.07 0.13 0.12 0.37 0.65 0.49 0.24 0.17 0.18 0.22 0.73

34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61

0.77 0.76 0.20 0.21 0.17 0.47 0.45 0.41 0.08 0.38 0.31 0.22 0.02 0.08 0.39 0.31 0.20 0.03 0.12 0.40 0.29 0.11 0.08 0.08 0.40 0.30 0.21 0.02
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Extraction des 
caractéristiques

02

Impressionnisme

06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33

0.43 0.43 0.40 0.29 0.0395.46 0.54 7.76 252 0.23 0.97 0.11 0.91 701 136117.00 0.10 0.07 0.13 0.12 0.37 0.65 0.49 0.24 0.17 0.18 0.22 0.73

34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61

0.77 0.76 0.20 0.21 0.17 0.47 0.45 0.41 0.08 0.38 0.31 0.22 0.02 0.08 0.39 0.31 0.20 0.03 0.12 0.40 0.29 0.11 0.08 0.08 0.40 0.30 0.21 0.02
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Extraction des 
caractéristiques

78

Ensemble de Tableaux d’Apprentissage : 
Matrice de 60 lignes et 56 colonnes de descripteurs et 1 colonne de 
Classe

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57

1 I 0.53 0.57 0.54 0.15 0.01 136.37 0.15 6.41 255.00 0.29 0.72 0.27 0.87 332 508 0.00 0.19 0.25 0.31 0.21 0.26 0.31 0.28 0.25 0.31 0.32 0.54 0.64 0.65 0.59 0.39 0.45 0.46 0.51 0.56 0.54 0.00 0.07 0.77 0.16 0.00 0.00 0.02 0.76 0.22 0.00 0.00 0.02 0.88 0.09 0.00 0.00 0.02 0.81 0.17 0.00

2 I 0.38 0.32 0.19 0.49 0.04 79.83 0.44 6.89 254.91 0.18 0.94 0.23 0.91 661 1219 0.00 0.13 0.04 0.10 0.12 0.39 0.71 0.48 0.21 0.11 0.10 0.14 0.41 0.35 0.25 0.75 0.63 0.26 0.27 0.22 0.15 0.01 0.65 0.23 0.10 0.01 0.02 0.74 0.17 0.06 0.00 0.25 0.70 0.05 0.00 0.00 0.01 0.75 0.18 0.06 0.00

3 I 0.40 0.39 0.36 0.24 0.02 127.38 0.52 7.57 255.00 0.29 0.95 0.11 0.88 609 1092 5.00 0.12 0.22 0.25 0.23 0.33 0.40 0.33 0.26 0.27 0.30 0.47 0.48 0.46 0.40 0.75 0.71 0.64 0.19 0.21 0.22 0.10 0.41 0.30 0.17 0.03 0.05 0.45 0.36 0.12 0.02 0.04 0.56 0.31 0.09 0.01 0.05 0.45 0.35 0.13 0.02

4 I 0.47 0.41 0.35 0.30 0.03 66.63 0.51 7.57 255.00 0.12 0.98 0.13 0.94 348 644 11.00 0.11 0.06 0.13 0.12 0.38 0.59 0.54 0.26 0.17 0.22 0.20 0.77 0.69 0.62 0.22 0.20 0.18 0.55 0.44 0.36 0.09 0.29 0.29 0.28 0.04 0.03 0.45 0.35 0.16 0.01 0.05 0.55 0.29 0.11 0.00 0.05 0.40 0.36 0.18 0.02

5 I 0.53 0.51 0.41 0.27 0.03 65.43 0.26 6.96 255.00 0.13 0.94 0.23 0.94 248 488 0.00 0.13 0.13 0.26 0.17 0.35 0.39 0.42 0.32 0.28 0.31 0.40 0.69 0.72 0.69 0.53 0.52 0.42 0.44 0.38 0.25 0.00 0.05 0.75 0.20 0.00 0.00 0.15 0.64 0.21 0.00 0.01 0.46 0.36 0.17 0.00 0.00 0.13 0.67 0.20 0.00

6 I 0.51 0.45 0.40 0.23 0.02 47.06 0.26 6.87 254.90 0.21 0.89 0.19 0.90 410 742 0.00 0.14 0.27 0.29 0.21 0.25 0.27 0.27 0.25 0.30 0.35 0.56 0.64 0.58 0.53 0.36 0.31 0.28 0.53 0.44 0.37 0.00 0.19 0.59 0.22 0.00 0.00 0.32 0.62 0.06 0.00 0.00 0.46 0.51 0.02 0.00 0.00 0.28 0.65 0.08 0.00

7 I 0.30 0.28 0.29 0.32 0.04 160.06 0.54 7.16 253.01 0.33 0.90 0.17 0.88 556 1028 0.00 0.12 0.12 0.22 0.17 0.37 0.49 0.48 0.28 0.26 0.27 0.31 0.17 0.17 0.23 0.61 0.55 0.45 0.39 0.35 0.30 0.14 0.55 0.25 0.05 0.01 0.12 0.63 0.22 0.02 0.00 0.03 0.81 0.15 0.01 0.00 0.11 0.63 0.23 0.02 0.00

8 I 0.68 0.66 0.59 0.25 0.05 114.68 0.33 7.65 253.42 1.47 0.76 0.05 0.67 697 1072 0.00 0.15 0.41 0.30 0.13 0.11 0.10 0.11 0.14 0.30 0.42 0.64 0.83 0.85 0.86 0.39 0.29 0.20 0.66 0.62 0.49 0.01 0.07 0.25 0.54 0.14 0.03 0.09 0.27 0.44 0.17 0.06 0.19 0.28 0.25 0.22 0.02 0.09 0.28 0.45 0.16

9 I 0.64 0.60 0.53 0.19 0.01 41.93 0.37 7.52 254.37 0.85 0.87 0.07 0.71 381 549 1.00 0.23 0.40 0.30 0.14 0.11 0.10 0.11 0.14 0.30 0.41 0.65 0.63 0.58 0.51 0.23 0.20 0.17 0.82 0.78 0.70 0.03 0.15 0.16 0.57 0.10 0.04 0.14 0.24 0.54 0.04 0.06 0.14 0.40 0.39 0.00 0.04 0.14 0.23 0.55 0.04

10 I 0.53 0.52 0.43 0.21 0.01 57.79 0.27 7.15 254.89 0.25 0.91 0.14 0.88 318 502 2.00 0.19 0.20 0.28 0.24 0.35 0.37 0.36 0.30 0.28 0.27 0.45 0.70 0.68 0.58 0.35 0.36 0.27 0.53 0.52 0.42 0.00 0.18 0.49 0.33 0.00 0.00 0.17 0.55 0.28 0.00 0.00 0.38 0.55 0.07 0.00 0.00 0.19 0.54 0.27 0.00

11 I 0.63 0.61 0.54 0.16 0.01 61.30 0.21 6.86 255.00 0.21 0.90 0.24 0.90 487 1054 0.00 0.11 0.14 0.28 0.18 0.35 0.45 0.41 0.29 0.28 0.25 0.38 0.40 0.38 0.32 0.71 0.71 0.64 0.60 0.58 0.49 0.00 0.06 0.33 0.60 0.01 0.00 0.07 0.37 0.56 0.00 0.00 0.15 0.54 0.31 0.00 0.00 0.07 0.38 0.55 0.00

12 I 0.68 0.67 0.57 0.29 0.03 110.13 0.29 7.55 254.97 0.14 0.97 0.15 0.93 652 1241 6.00 0.10 0.03 0.08 0.08 0.34 0.72 0.53 0.20 0.10 0.11 0.11 0.42 0.40 0.25 0.84 0.84 0.86 0.67 0.64 0.43 0.00 0.07 0.30 0.46 0.17 0.00 0.08 0.28 0.50 0.12 0.01 0.35 0.20 0.19 0.25 0.00 0.09 0.32 0.46 0.13

13 I 0.30 0.27 0.22 0.35 0.04 46.28 0.58 7.15 251.03 0.08 0.98 0.19 0.96 252 574 9.00 0.12 0.07 0.16 0.12 0.37 0.53 0.52 0.28 0.21 0.27 0.26 0.16 0.14 0.08 0.57 0.52 0.46 0.33 0.31 0.24 0.16 0.55 0.27 0.01 0.01 0.18 0.56 0.24 0.01 0.00 0.33 0.50 0.15 0.01 0.00 0.18 0.56 0.24 0.02 0.01

14 I 0.54 0.56 0.53 0.19 0.02 134.23 0.59 7.59 239.09 0.28 0.98 0.10 0.91 641 1516 0.00 0.11 0.16 0.23 0.18 0.33 0.45 0.38 0.26 0.25 0.38 0.40 0.85 0.87 0.81 0.12 0.14 0.16 0.52 0.53 0.51 0.19 0.15 0.17 0.28 0.21 0.16 0.18 0.16 0.27 0.23 0.13 0.22 0.17 0.34 0.14 0.16 0.18 0.16 0.28 0.22

15 I 0.62 0.61 0.53 0.23 0.01 88.98 0.36 7.57 254.86 0.43 0.93 0.09 0.85 712 1546 0.00 0.10 0.28 0.32 0.17 0.23 0.31 0.24 0.20 0.33 0.35 0.56 0.91 0.86 0.78 0.33 0.38 0.37 0.70 0.66 0.51 0.00 0.26 0.20 0.32 0.21 0.00 0.17 0.31 0.41 0.11 0.01 0.18 0.52 0.25 0.04 0.00 0.21 0.28 0.39 0.11

16 I 0.52 0.49 0.47 0.15 0.01 132.13 0.49 7.77 254.87 0.51 0.93 0.07 0.81 438 601 0.00 0.20 0.25 0.32 0.21 0.28 0.33 0.29 0.25 0.32 0.31 0.51 0.79 0.74 0.72 0.19 0.20 0.20 0.54 0.50 0.47 0.09 0.25 0.21 0.37 0.07 0.09 0.25 0.31 0.33 0.03 0.08 0.28 0.33 0.28 0.03 0.08 0.25 0.29 0.34 0.03

17 I 0.42 0.42 0.44 0.18 0.02 165.58 0.50 7.64 254.85 0.22 0.96 0.11 0.90 354 981 2.00 0.11 0.20 0.29 0.21 0.33 0.34 0.34 0.28 0.30 0.32 0.47 0.74 0.75 0.81 0.23 0.23 0.23 0.50 0.50 0.52 0.09 0.37 0.38 0.14 0.02 0.06 0.40 0.37 0.15 0.02 0.08 0.38 0.34 0.15 0.05 0.07 0.39 0.37 0.15 0.02

18 I 0.43 0.43 0.40 0.29 0.03 95.46 0.54 7.76 252.03 0.23 0.97 0.11 0.91 701 1361 17.00 0.10 0.07 0.13 0.12 0.37 0.65 0.49 0.24 0.17 0.18 0.22 0.73 0.77 0.76 0.20 0.21 0.17 0.47 0.45 0.41 0.08 0.38 0.31 0.22 0.02 0.08 0.39 0.31 0.20 0.03 0.12 0.40 0.29 0.11 0.08 0.08 0.40 0.30 0.21 0.02

19 I 0.34 0.33 0.26 0.27 0.01 62.08 0.48 7.12 254.97 0.23 0.93 0.17 0.89 262 464 1.00 0.13 0.31 0.32 0.17 0.20 0.21 0.20 0.20 0.32 0.39 0.60 0.64 0.58 0.47 0.20 0.20 0.15 0.36 0.34 0.26 0.04 0.63 0.22 0.11 0.00 0.03 0.68 0.25 0.05 0.00 0.11 0.70 0.18 0.01 0.00 0.04 0.68 0.23 0.05 0.00

20 I 0.49 0.41 0.29 0.42 0.04 50.24 0.62 7.77 245.46 0.27 0.97 0.09 0.87 221 361 0.00 0.16 0.35 0.31 0.15 0.13 0.11 0.13 0.16 0.31 0.42 0.65 0.86 0.72 0.51 0.39 0.35 0.25 0.17 0.14 0.08 0.09 0.40 0.15 0.21 0.15 0.13 0.42 0.18 0.23 0.05 0.23 0.44 0.25 0.07 0.00 0.12 0.42 0.16 0.25 0.05

21 S 0.54 0.47 0.42 0.33 0.04 146.25 0.56 7.21 255.00 0.17 0.98 0.16 0.93 447 1169 0.00 0.09 0.08 0.18 0.13 0.35 0.49 0.49 0.27 0.23 0.36 0.28 0.69 0.47 0.28 0.79 0.82 0.83 0.28 0.21 0.21 0.00 0.40 0.21 0.22 0.17 0.00 0.50 0.17 0.18 0.15 0.00 0.63 0.06 0.18 0.12 0.00 0.46 0.23 0.17 0.14

22 S 0.32 0.25 0.21 0.46 0.03 154.37 0.86 7.02 254.54 0.09 0.99 0.22 0.96 353 1224 4.00 0.05 0.02 0.08 0.04 0.30 0.58 0.61 0.23 0.18 0.32 0.13 0.77 0.79 0.67 0.19 0.11 0.10 0.49 0.37 0.25 0.13 0.57 0.17 0.09 0.04 0.46 0.32 0.10 0.08 0.03 0.55 0.30 0.08 0.07 0.01 0.37 0.40 0.12 0.08 0.03

23 S 0.80 0.78 0.74 0.14 0.04 59.20 0.38 4.38 247.34 0.83 0.93 0.55 0.93 863 2398 0.00 0.05 0.04 0.05 0.01 0.04 0.11 0.14 0.04 0.06 0.97 0.09 0.94 0.92 0.87 0.11 0.13 0.12 0.59 0.56 0.49 0.10 0.05 0.03 0.05 0.77 0.08 0.07 0.03 0.05 0.77 0.08 0.08 0.03 0.54 0.26 0.09 0.07 0.03 0.05 0.77

24 S 0.36 0.37 0.38 0.11 0.01 155.38 0.98 6.67 234.91 0.30 0.98 0.28 0.95 515 1840 0.00 0.06 0.13 0.25 0.11 0.29 0.29 0.43 0.28 0.30 0.45 0.44 0.09 0.08 0.09 0.81 0.84 0.86 0.40 0.36 0.34 0.49 0.12 0.03 0.24 0.11 0.50 0.12 0.01 0.26 0.11 0.50 0.12 0.01 0.26 0.11 0.50 0.12 0.01 0.26 0.10

25 S 0.37 0.42 0.37 0.23 0.02 119.25 0.60 7.75 250.08 0.45 0.94 0.08 0.83 747 1726 0.00 0.12 0.26 0.31 0.20 0.26 0.31 0.27 0.24 0.31 0.33 0.54 0.14 0.17 0.15 0.67 0.75 0.67 0.39 0.46 0.39 0.17 0.39 0.23 0.20 0.01 0.14 0.33 0.25 0.26 0.02 0.17 0.38 0.26 0.19 0.00 0.15 0.35 0.26 0.23 0.01

26 S 0.33 0.36 0.27 0.43 0.04 112.72 0.50 7.38 253.29 0.83 0.79 0.08 0.72 783 1096 0.00 0.27 0.13 0.23 0.24 0.45 0.52 0.41 0.25 0.24 0.17 0.29 0.19 0.21 0.17 0.37 0.42 0.33 0.71 0.70 0.41 0.12 0.55 0.24 0.08 0.02 0.06 0.53 0.33 0.07 0.02 0.14 0.65 0.20 0.01 0.00 0.07 0.57 0.29 0.07 0.01

27 S 0.57 0.45 0.33 0.48 0.06 56.27 0.39 7.32 254.81 0.23 0.95 0.15 0.93 608 1424 1.00 0.07 0.07 0.14 0.06 0.26 0.30 0.52 0.18 0.25 0.64 0.21 0.68 0.62 0.52 0.59 0.36 0.17 0.17 0.14 0.11 0.05 0.11 0.33 0.51 0.00 0.08 0.29 0.42 0.20 0.00 0.17 0.38 0.35 0.10 0.00 0.06 0.20 0.50 0.24 0.00

28 S 0.36 0.65 0.91 0.62 0.01 203.03 0.14 5.86 254.70 0.12 0.90 0.39 0.94 321 490 2.00 0.18 0.02 0.07 0.08 0.30 0.54 0.68 0.21 0.10 0.28 0.09 0.31 0.61 0.91 0.54 0.22 0.18 0.38 0.70 0.96 0.01 0.65 0.31 0.01 0.01 0.01 0.03 0.19 0.77 0.00 0.01 0.02 0.00 0.05 0.91 0.01 0.01 0.66 0.31 0.00

29 S 0.69 0.62 0.53 0.23 0.00 35.94 0.27 6.22 255.00 0.50 0.86 0.47 0.89 963 2082 5.00 0.11 0.31 0.31 0.17 0.20 0.26 0.21 0.20 0.31 0.36 0.59 0.76 0.67 0.57 0.26 0.24 0.22 0.94 0.91 0.88 0.00 0.13 0.03 0.81 0.03 0.00 0.13 0.11 0.73 0.03 0.01 0.14 0.76 0.08 0.02 0.00 0.13 0.07 0.77 0.03

30 S 0.54 0.47 0.21 0.64 0.06 60.98 0.39 7.18 252.40 0.27 0.94 0.15 0.89 415 1088 1.00 0.13 0.26 0.29 0.18 0.24 0.23 0.27 0.24 0.31 0.41 0.56 0.68 0.63 0.39 0.65 0.47 0.11 0.16 0.23 0.13 0.13 0.10 0.22 0.54 0.00 0.06 0.23 0.47 0.24 0.00 0.36 0.44 0.20 0.00 0.00 0.06 0.25 0.50 0.19 0.00

31 S 0.55 0.55 0.67 0.28 0.01 218.07 0.42 7.69 254.86 0.14 0.98 0.13 0.94 457 1046 1.00 0.13 0.02 0.07 0.06 0.31 0.65 0.61 0.21 0.12 0.17 0.10 0.70 0.77 0.91 0.29 0.21 0.25 0.50 0.48 0.63 0.00 0.24 0.33 0.41 0.01 0.03 0.26 0.23 0.39 0.09 0.02 0.21 0.15 0.30 0.32 0.01 0.25 0.24 0.42 0.08

32 S 0.60 0.58 0.52 0.15 0.01 55.20 0.34 7.02 254.82 0.08 0.98 0.20 0.97 219 532 0.00 0.09 0.03 0.08 0.05 0.22 0.19 0.51 0.16 0.17 0.76 0.11 0.74 0.72 0.64 0.23 0.21 0.20 0.49 0.46 0.40 0.01 0.15 0.25 0.59 0.00 0.02 0.16 0.27 0.55 0.00 0.01 0.22 0.37 0.40 0.00 0.01 0.16 0.26 0.56 0.00

33 S 0.48 0.42 0.35 0.34 0.05 66.95 0.30 6.90 251.79 0.14 0.94 0.24 0.95 395 1007 1.00 0.10 0.08 0.20 0.08 0.28 0.43 0.51 0.22 0.26 0.46 0.31 0.60 0.57 0.48 0.44 0.30 0.21 0.38 0.44 0.43 0.02 0.15 0.74 0.08 0.01 0.02 0.36 0.58 0.04 0.01 0.05 0.46 0.47 0.02 0.00 0.02 0.29 0.66 0.03 0.01

34 S 0.51 0.47 0.26 0.64 0.09 87.40 0.54 7.86 243.13 0.26 0.97 0.10 0.91 734 1512 0.00 0.10 0.08 0.18 0.11 0.31 0.66 0.47 0.22 0.20 0.22 0.25 0.58 0.47 0.13 0.79 0.82 0.71 0.17 0.18 0.12 0.12 0.18 0.32 0.28 0.09 0.10 0.28 0.36 0.17 0.09 0.48 0.24 0.11 0.11 0.05 0.10 0.28 0.38 0.17 0.08

35 S 0.44 0.43 0.34 0.26 0.01 64.44 0.40 7.25 255.00 0.11 0.97 0.17 0.95 363 932 4.00 0.08 0.07 0.16 0.09 0.31 0.50 0.56 0.24 0.23 0.35 0.26 0.46 0.43 0.32 0.68 0.65 0.57 0.26 0.27 0.20 0.00 0.40 0.37 0.22 0.00 0.00 0.44 0.38 0.18 0.00 0.00 0.64 0.28 0.07 0.00 0.00 0.46 0.36 0.18 0.00

36 S 0.30 0.24 0.16 0.44 0.03 69.34 0.40 6.39 255.00 0.10 0.92 0.39 0.95 338 847 0.00 0.09 0.06 0.18 0.09 0.30 0.47 0.54 0.24 0.23 0.42 0.26 0.38 0.32 0.20 0.24 0.18 0.13 0.64 0.53 0.33 0.00 0.78 0.19 0.03 0.00 0.10 0.79 0.11 0.01 0.00 0.24 0.74 0.02 0.00 0.00 0.01 0.88 0.10 0.01 0.00

37 S 0.38 0.31 0.29 0.49 0.04 175.35 0.66 7.56 251.44 0.49 0.92 0.10 0.85 671 1442 0.00 0.13 0.20 0.30 0.19 0.31 0.44 0.33 0.24 0.30 0.30 0.44 0.73 0.69 0.60 0.21 0.13 0.16 0.44 0.36 0.31 0.09 0.50 0.24 0.14 0.04 0.28 0.40 0.20 0.11 0.02 0.16 0.58 0.17 0.06 0.02 0.16 0.50 0.21 0.12 0.01

38 S 0.42 0.41 0.40 0.22 0.05 122.15 0.66 6.89 252.12 0.25 0.98 0.19 0.92 605 1581 0.00 0.09 0.10 0.20 0.14 0.36 0.53 0.47 0.29 0.23 0.25 0.30 0.13 0.16 0.18 0.32 0.26 0.23 0.76 0.77 0.75 0.13 0.42 0.11 0.34 0.00 0.10 0.53 0.03 0.34 0.00 0.12 0.51 0.03 0.34 0.00 0.08 0.54 0.04 0.34 0.00

39 S 0.52 0.49 0.42 0.32 0.08 86.90 0.45 7.65 250.72 0.35 0.94 0.10 0.88 542 1096 2.00 0.10 0.31 0.28 0.16 0.21 0.27 0.23 0.19 0.29 0.41 0.58 0.53 0.50 0.43 0.80 0.80 0.74 0.30 0.25 0.18 0.07 0.17 0.43 0.30 0.03 0.04 0.32 0.36 0.26 0.02 0.15 0.28 0.33 0.23 0.00 0.04 0.30 0.39 0.26 0.02

40 S 0.47 0.43 0.40 0.39 0.05 117.44 0.50 7.79 249.69 0.97 0.84 0.05 0.70 796 1092 0.00 0.25 0.19 0.25 0.25 0.39 0.46 0.37 0.26 0.25 0.22 0.39 0.21 0.19 0.17 0.78 0.72 0.68 0.49 0.44 0.42 0.08 0.30 0.32 0.24 0.06 0.09 0.31 0.41 0.16 0.03 0.12 0.39 0.28 0.20 0.02 0.08 0.31 0.40 0.18 0.03

41 E 0.59 0.54 0.48 0.19 0.02 89.32 0.40 7.52 255.00 1.32 0.79 0.07 0.72 1473 1967 0.00 0.17 0.29 0.28 0.19 0.28 0.36 0.29 0.21 0.28 0.33 0.53 0.81 0.75 0.65 0.26 0.25 0.25 0.57 0.52 0.45 0.00 0.25 0.22 0.48 0.06 0.00 0.28 0.26 0.45 0.01 0.00 0.31 0.44 0.24 0.01 0.00 0.27 0.26 0.46 0.02

42 E 0.53 0.45 0.42 0.26 0.02 41.60 0.45 7.75 251.54 0.49 0.92 0.07 0.81 1447 2005 3.00 0.16 0.07 0.13 0.16 0.44 0.64 0.49 0.21 0.13 0.09 0.16 0.25 0.19 0.16 0.53 0.45 0.41 0.78 0.69 0.66 0.04 0.22 0.37 0.32 0.05 0.07 0.29 0.42 0.21 0.01 0.09 0.33 0.40 0.16 0.01 0.06 0.27 0.41 0.24 0.02

43 E 0.80 0.37 0.21 0.74 0.05 45.49 0.24 5.13 255.00 0.08 0.94 0.73 0.98 278 1413 1.00 0.05 0.01 0.03 0.01 0.10 0.09 0.30 0.06 0.08 0.94 0.06 0.86 0.35 0.11 0.67 0.33 0.29 0.99 0.99 0.98 0.00 0.00 0.08 0.64 0.28 0.00 0.82 0.14 0.00 0.04 0.51 0.40 0.05 0.00 0.04 0.00 0.04 0.91 0.00 0.04

44 E 0.20 0.17 0.33 0.60 0.02 274.63 0.45 6.10 254.76 0.05 0.95 0.32 0.97 190 445 0.00 0.13 0.01 0.09 0.03 0.26 0.35 0.69 0.24 0.19 0.47 0.14 0.21 0.06 0.12 0.22 0.33 0.68 0.19 0.19 0.34 0.01 0.99 0.00 0.00 0.00 0.40 0.60 0.01 0.00 0.00 0.20 0.48 0.14 0.18 0.00 0.28 0.71 0.01 0.00 0.00

45 E 0.58 0.56 0.48 0.25 0.04 75.87 0.28 7.31 255.00 0.37 0.88 0.12 0.85 608 1063 1.00 0.15 0.24 0.30 0.18 0.27 0.41 0.31 0.23 0.30 0.31 0.50 0.59 0.55 0.44 0.32 0.36 0.33 0.77 0.72 0.65 0.01 0.16 0.37 0.43 0.04 0.00 0.14 0.51 0.35 0.01 0.01 0.27 0.53 0.19 0.00 0.00 0.13 0.54 0.33 0.01

46 E 0.64 0.59 0.41 0.43 0.06 82.83 0.47 7.81 244.20 3.27 0.66 0.04 0.62 1402 2304 0.00 0.17 0.34 0.33 0.16 0.19 0.22 0.20 0.19 0.33 0.35 0.60 0.61 0.56 0.35 0.19 0.15 0.11 0.87 0.83 0.59 0.09 0.12 0.17 0.39 0.22 0.11 0.13 0.19 0.42 0.15 0.16 0.26 0.39 0.17 0.02 0.10 0.14 0.20 0.45 0.11

47 E 0.46 0.46 0.45 0.06 0.00 121.73 0.83 6.50 253.91 0.31 0.98 0.24 0.92 432 1160 0.00 0.08 0.17 0.25 0.10 0.21 0.19 0.30 0.20 0.30 0.61 0.48 0.10 0.10 0.11 0.89 0.88 0.87 0.54 0.54 0.53 0.43 0.10 0.03 0.14 0.30 0.42 0.11 0.03 0.17 0.27 0.37 0.15 0.03 0.21 0.23 0.42 0.11 0.03 0.16 0.28

48 E 0.43 0.42 0.40 0.22 0.04 62.89 0.91 6.21 254.57 0.28 0.99 0.26 0.92 356 1081 0.00 0.07 0.17 0.30 0.12 0.24 0.22 0.31 0.24 0.33 0.48 0.51 0.12 0.11 0.09 0.92 0.91 0.88 0.48 0.45 0.47 0.36 0.24 0.02 0.04 0.34 0.41 0.19 0.02 0.05 0.33 0.48 0.12 0.02 0.17 0.21 0.41 0.19 0.02 0.05 0.33

49 E 0.56 0.25 0.26 0.55 0.04 189.49 0.24 6.25 254.99 0.10 0.90 0.37 0.95 218 381 0.00 0.18 0.09 0.20 0.14 0.37 0.44 0.53 0.32 0.22 0.27 0.31 0.63 0.16 0.21 0.63 0.33 0.32 0.33 0.27 0.25 0.01 0.13 0.44 0.43 0.00 0.10 0.85 0.05 0.01 0.00 0.01 0.95 0.03 0.01 0.00 0.00 0.65 0.34 0.01 0.00

50 E 0.83 0.64 0.53 0.37 0.07 30.10 0.28 5.68 255.00 0.11 0.97 0.45 0.97 432 1082 0.00 0.07 0.07 0.13 0.05 0.15 0.19 0.32 0.13 0.17 0.85 0.22 0.87 0.82 0.72 0.75 0.31 0.20 0.81 0.61 0.48 0.00 0.00 0.01 0.76 0.22 0.00 0.34 0.04 0.62 0.00 0.00 0.36 0.04 0.61 0.00 0.00 0.03 0.34 0.63 0.00

51 E 0.31 0.30 0.29 0.08 0.01 82.72 1.29 5.78 164.27 0.27 0.99 0.49 0.97 393 1650 0.00 0.03 0.16 0.29 0.09 0.23 0.20 0.31 0.25 0.32 0.52 0.51 0.94 0.93 0.91 0.05 0.05 0.05 0.87 0.82 0.75 0.68 0.02 0.00 0.04 0.26 0.68 0.01 0.01 0.14 0.16 0.68 0.02 0.01 0.15 0.14 0.68 0.01 0.01 0.13 0.17

52 E 0.33 0.33 0.33 0.25 0.01 168.54 1.04 4.25 254.99 0.13 0.99 0.44 0.96 336 1473 0.00 0.04 0.02 0.04 0.02 0.06 0.08 0.16 0.05 0.06 0.98 0.06 0.47 0.47 0.44 0.10 0.11 0.14 0.93 0.87 0.79 0.68 0.03 0.01 0.03 0.24 0.63 0.08 0.01 0.11 0.16 0.01 0.71 0.01 0.27 0.00 0.65 0.06 0.01 0.10 0.18

53 E 0.70 0.58 0.51 0.34 0.03 91.80 0.34 7.41 255.00 0.62 0.89 0.11 0.83 1021 1924 0.00 0.12 0.27 0.28 0.16 0.25 0.35 0.28 0.20 0.30 0.37 0.54 0.70 0.45 0.45 0.88 0.78 0.70 0.33 0.34 0.24 0.03 0.09 0.19 0.39 0.31 0.00 0.23 0.32 0.43 0.02 0.00 0.28 0.35 0.37 0.00 0.00 0.17 0.34 0.47 0.03

54 E 0.52 0.44 0.44 0.25 0.02 187.75 0.48 7.21 255.00 0.36 0.94 0.15 0.87 705 1309 0.00 0.10 0.21 0.28 0.17 0.28 0.37 0.32 0.25 0.30 0.36 0.49 0.20 0.15 0.20 0.71 0.68 0.62 0.53 0.33 0.37 0.01 0.27 0.26 0.45 0.00 0.10 0.38 0.15 0.38 0.00 0.00 0.43 0.32 0.25 0.00 0.04 0.36 0.22 0.38 0.00

55 E 0.65 0.67 0.64 0.15 0.04 91.70 0.43 7.34 254.51 0.77 0.93 0.12 0.82 1040 1959 5.00 0.10 0.23 0.28 0.16 0.26 0.35 0.33 0.24 0.30 0.39 0.49 0.88 0.88 0.85 0.20 0.25 0.22 0.56 0.60 0.56 0.07 0.18 0.11 0.28 0.35 0.02 0.20 0.13 0.33 0.32 0.03 0.22 0.11 0.45 0.18 0.03 0.21 0.12 0.32 0.32

56 E 0.65 0.57 0.53 0.27 0.05 120.16 0.39 7.71 254.97 0.86 0.87 0.07 0.78 1099 1752 0.00 0.13 0.29 0.31 0.17 0.24 0.31 0.26 0.19 0.31 0.36 0.56 0.64 0.48 0.41 0.84 0.79 0.75 0.31 0.25 0.25 0.02 0.14 0.22 0.45 0.16 0.01 0.26 0.26 0.40 0.07 0.03 0.30 0.25 0.39 0.03 0.01 0.22 0.29 0.41 0.08

57 E 0.73 0.20 0.18 0.75 0.00 27.75 0.12 4.15 255.00 0.03 0.92 0.85 0.99 132 755 0.00 0.02 0.00 0.04 0.00 0.10 0.02 0.28 0.03 0.11 0.94 0.07 0.75 0.21 0.18 0.71 0.18 0.17 0.81 0.65 0.57 0.00 0.00 0.01 0.99 0.00 0.00 0.99 0.01 0.00 0.00 0.00 0.99 0.01 0.00 0.00 0.00 0.93 0.06 0.01 0.00

58 E 0.06 0.10 0.39 0.87 0.01 232.13 0.84 3.98 254.96 0.11 0.93 0.71 0.95 89 577 0.00 0.03 0.16 0.28 0.13 0.25 0.20 0.31 0.27 0.31 0.51 0.50 0.04 0.07 0.37 0.66 0.80 0.74 0.05 0.10 0.41 0.97 0.00 0.00 0.02 0.00 0.95 0.02 0.00 0.02 0.00 0.00 0.30 0.68 0.02 0.00 0.89 0.09 0.00 0.02 0.00

59 E 0.11 0.10 0.11 0.09 0.01 151.37 0.18 3.87 249.46 0.04 0.78 0.81 0.98 49 143 0.00 0.03 0.10 0.16 0.03 0.16 0.07 0.29 0.17 0.27 0.78 0.38 0.12 0.12 0.14 0.11 0.10 0.10 0.05 0.05 0.05 0.92 0.08 0.00 0.00 0.00 0.92 0.08 0.00 0.00 0.00 0.72 0.28 0.00 0.00 0.00 0.91 0.09 0.00 0.00 0.00

60 E 0.87 0.87 0.84 0.04 0.00 62.16 0.04 5.13 255.00 0.07 0.86 0.44 0.97 238 305 0.00 0.14 0.07 0.25 0.08 0.25 0.31 0.48 0.27 0.29 0.46 0.41 0.90 0.90 0.87 0.82 0.82 0.78 0.86 0.86 0.83 0.00 0.00 0.00 0.55 0.45 0.00 0.00 0.00 0.54 0.46 0.00 0.00 0.00 0.82 0.18 0.00 0.00 0.00 0.57 0.43
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81

Abstraction
Et 

Réduction

81

Id Style PC1 PC2

01 Impressionnisme 3.86 -3.19

02 Impressionnisme -4.39 -3.12

03 Impressionnisme -0.92 -3.56

04 Impressionnisme -1.10 -2.07

05 Impressionnisme 1.19 -3.24

06 Impressionnisme 1.42 -3.06

07 Impressionnisme -3.67 -3.38

08 Impressionnisme 6.36 1.02

09 Impressionnisme 5.59 0.67

10 Impressionnisme 2.34 -3.33

11 Impressionnisme 3.11 -1.61

12 Impressionnisme 1.39 -0.21

13 Impressionnisme -4.87 -2.88

14 Impressionnisme 2.00 1.46

15 Impressionnisme 4.41 0.18

16 Impressionnisme 2.74 -1.41

17 Impressionnisme 0.62 -2.11

18 Impressionnisme -0.48 -1.93

19 Impressionnisme -1.49 -2.29

20 Impressionnisme 0.01 -0.86

21 Surrealisme -1.69 -1.22

22 Surrealisme -4.60 0.85

23 Surrealisme 3.08 10.66

24 Surrealisme -3.02 2.40

25 Surrealisme -0.27 -1.94

26 Surrealisme -1.10 -4.04

27 Surrealisme -0.72 -0.71

28 Surrealisme 0.67 1.14

29 Surrealisme 5.59 1.71

30 Surrealisme -0.03 -1.99

31 Surrealisme 0.91 0.55

32 Surrealisme 1.33 2.00

33 Surrealisme -0.84 -2.10

34 Surrealisme -1.88 -1.67

35 Surrealisme -2.16 -2.42

36 Surrealisme -4.99 -1.28

37 Surrealisme -1.27 -1.77

38 Surrealisme -1.47 -0.20

39 Surrealisme 0.97 -1.85

40 Surrealisme 0.74 -3.70

41 Expressionnisme-Abstrait 4.70 -1.24

42 Expressionnisme-Abstrait 0.84 -2.12

43 Expressionnisme-Abstrait -1.99 5.15

44 Expressionnisme-Abstrait -7.20 -0.45

45 Expressionnisme-Abstrait 3.39 -1.53

46 Expressionnisme-Abstrait 6.00 0.52

47 Expressionnisme-Abstrait -1.57 3.88

48 Expressionnisme-Abstrait -2.38 3.10

49 Expressionnisme-Abstrait -3.92 -2.91

50 Expressionnisme-Abstrait 2.58 4.65

51 Expressionnisme-Abstrait -1.74 7.10

52 Expressionnisme-Abstrait -3.71 8.19

53 Expressionnisme-Abstrait 3.33 -0.62

54 Expressionnisme-Abstrait 0.11 -1.52

55 Expressionnisme-Abstrait 4.36 2.37

56 Expressionnisme-Abstrait 3.29 -1.00

57 Expressionnisme-Abstrait -4.55 4.24

58 Expressionnisme-Abstrait -6.73 2.21

59 Expressionnisme-Abstrait -7.79 4.65

60 Expressionnisme-Abstrait 5.60 5.83

8181



82

Apprentissage
Automatique

Arbre de décision
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Id Style PC1 PC2

34 Surrealisme -1.88 -1.67

Apprentissage
Automatique

Arbre de décision

Id Style PC1 PC2

01 Impressionnisme 3.86 -3.19

02 Impressionnisme -4.39 -3.12

03 Impressionnisme -0.92 -3.56

04 Impressionnisme -1.10 -2.07

05 Impressionnisme 1.19 -3.24

06 Impressionnisme 1.42 -3.06

07 Impressionnisme -3.67 -3.38

08 Impressionnisme 6.36 1.02

09 Impressionnisme 5.59 0.67

10 Impressionnisme 2.34 -3.33

11 Impressionnisme 3.11 -1.61

12 Impressionnisme 1.39 -0.21

13 Impressionnisme -4.87 -2.88

14 Impressionnisme 2.00 1.46

15 Impressionnisme 4.41 0.18

16 Impressionnisme 2.74 -1.41

17 Impressionnisme 0.62 -2.11

18 Impressionnisme -0.48 -1.93

19 Impressionnisme -1.49 -2.29

20 Impressionnisme 0.01 -0.86

21 Surrealisme -1.69 -1.22

22 Surrealisme -4.60 0.85

23 Surrealisme 3.08 10.66

24 Surrealisme -3.02 2.40

25 Surrealisme -0.27 -1.94

26 Surrealisme -1.10 -4.04

27 Surrealisme -0.72 -0.71

28 Surrealisme 0.67 1.14

29 Surrealisme 5.59 1.71

30 Surrealisme -0.03 -1.99

31 Surrealisme 0.91 0.55

32 Surrealisme 1.33 2.00

33 Surrealisme -0.84 -2.10

34 Surrealisme -1.88 -1.67

35 Surrealisme -2.16 -2.42

36 Surrealisme -4.99 -1.28

37 Surrealisme -1.27 -1.77

38 Surrealisme -1.47 -0.20

39 Surrealisme 0.97 -1.85

40 Surrealisme 0.74 -3.70

41 Expressionnisme-Abstrait 4.70 -1.24

42 Expressionnisme-Abstrait 0.84 -2.12

43 Expressionnisme-Abstrait -1.99 5.15

44 Expressionnisme-Abstrait -7.20 -0.45

45 Expressionnisme-Abstrait 3.39 -1.53

46 Expressionnisme-Abstrait 6.00 0.52

47 Expressionnisme-Abstrait -1.57 3.88

48 Expressionnisme-Abstrait -2.38 3.10

49 Expressionnisme-Abstrait -3.92 -2.91

50 Expressionnisme-Abstrait 2.58 4.65

51 Expressionnisme-Abstrait -1.74 7.10

52 Expressionnisme-Abstrait -3.71 8.19

53 Expressionnisme-Abstrait 3.33 -0.62

54 Expressionnisme-Abstrait 0.11 -1.52

55 Expressionnisme-Abstrait 4.36 2.37

56 Expressionnisme-Abstrait 3.29 -1.00

57 Expressionnisme-Abstrait -4.55 4.24

58 Expressionnisme-Abstrait -6.73 2.21

59 Expressionnisme-Abstrait -7.79 4.65

60 Expressionnisme-Abstrait 5.60 5.83

Matrice de confusion

8383
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Id Style PC1 PC2

33 Surrealisme -0.84 -2.10

Apprentissage
Automatique

Arbre de décision

Id Style PC1 PC2

01 Impressionnisme 3.86 -3.19

02 Impressionnisme -4.39 -3.12

03 Impressionnisme -0.92 -3.56

04 Impressionnisme -1.10 -2.07

05 Impressionnisme 1.19 -3.24

06 Impressionnisme 1.42 -3.06

07 Impressionnisme -3.67 -3.38

08 Impressionnisme 6.36 1.02

09 Impressionnisme 5.59 0.67

10 Impressionnisme 2.34 -3.33

11 Impressionnisme 3.11 -1.61

12 Impressionnisme 1.39 -0.21

13 Impressionnisme -4.87 -2.88

14 Impressionnisme 2.00 1.46

15 Impressionnisme 4.41 0.18

16 Impressionnisme 2.74 -1.41

17 Impressionnisme 0.62 -2.11

18 Impressionnisme -0.48 -1.93

19 Impressionnisme -1.49 -2.29

20 Impressionnisme 0.01 -0.86

21 Surrealisme -1.69 -1.22

22 Surrealisme -4.60 0.85

23 Surrealisme 3.08 10.66

24 Surrealisme -3.02 2.40

25 Surrealisme -0.27 -1.94

26 Surrealisme -1.10 -4.04

27 Surrealisme -0.72 -0.71

28 Surrealisme 0.67 1.14

29 Surrealisme 5.59 1.71

30 Surrealisme -0.03 -1.99

31 Surrealisme 0.91 0.55

32 Surrealisme 1.33 2.00

33 Surrealisme -0.84 -2.10

34 Surrealisme -1.88 -1.67

35 Surrealisme -2.16 -2.42

36 Surrealisme -4.99 -1.28

37 Surrealisme -1.27 -1.77

38 Surrealisme -1.47 -0.20

39 Surrealisme 0.97 -1.85

40 Surrealisme 0.74 -3.70

41 Expressionnisme-Abstrait 4.70 -1.24

42 Expressionnisme-Abstrait 0.84 -2.12

43 Expressionnisme-Abstrait -1.99 5.15

44 Expressionnisme-Abstrait -7.20 -0.45

45 Expressionnisme-Abstrait 3.39 -1.53

46 Expressionnisme-Abstrait 6.00 0.52

47 Expressionnisme-Abstrait -1.57 3.88

48 Expressionnisme-Abstrait -2.38 3.10

49 Expressionnisme-Abstrait -3.92 -2.91

50 Expressionnisme-Abstrait 2.58 4.65

51 Expressionnisme-Abstrait -1.74 7.10

52 Expressionnisme-Abstrait -3.71 8.19

53 Expressionnisme-Abstrait 3.33 -0.62

54 Expressionnisme-Abstrait 0.11 -1.52

55 Expressionnisme-Abstrait 4.36 2.37

56 Expressionnisme-Abstrait 3.29 -1.00

57 Expressionnisme-Abstrait -4.55 4.24

58 Expressionnisme-Abstrait -6.73 2.21

59 Expressionnisme-Abstrait -7.79 4.65

60 Expressionnisme-Abstrait 5.60 5.83

Matrice de confusion

8484
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Apprentissage
Automatique

Arbre de décision

Id Style PC1 PC2

01 Impressionnisme 3.86 -3.19

02 Impressionnisme -4.39 -3.12

03 Impressionnisme -0.92 -3.56

04 Impressionnisme -1.10 -2.07

05 Impressionnisme 1.19 -3.24

06 Impressionnisme 1.42 -3.06

07 Impressionnisme -3.67 -3.38

08 Impressionnisme 6.36 1.02

09 Impressionnisme 5.59 0.67

10 Impressionnisme 2.34 -3.33

11 Impressionnisme 3.11 -1.61

12 Impressionnisme 1.39 -0.21

13 Impressionnisme -4.87 -2.88

14 Impressionnisme 2.00 1.46

15 Impressionnisme 4.41 0.18

16 Impressionnisme 2.74 -1.41

17 Impressionnisme 0.62 -2.11

18 Impressionnisme -0.48 -1.93

19 Impressionnisme -1.49 -2.29

20 Impressionnisme 0.01 -0.86

21 Surrealisme -1.69 -1.22

22 Surrealisme -4.60 0.85

23 Surrealisme 3.08 10.66

24 Surrealisme -3.02 2.40

25 Surrealisme -0.27 -1.94

26 Surrealisme -1.10 -4.04

27 Surrealisme -0.72 -0.71

28 Surrealisme 0.67 1.14

29 Surrealisme 5.59 1.71

30 Surrealisme -0.03 -1.99

31 Surrealisme 0.91 0.55

32 Surrealisme 1.33 2.00

33 Surrealisme -0.84 -2.10

34 Surrealisme -1.88 -1.67

35 Surrealisme -2.16 -2.42

36 Surrealisme -4.99 -1.28

37 Surrealisme -1.27 -1.77

38 Surrealisme -1.47 -0.20

39 Surrealisme 0.97 -1.85

40 Surrealisme 0.74 -3.70

41 Expressionnisme-Abstrait 4.70 -1.24

42 Expressionnisme-Abstrait 0.84 -2.12

43 Expressionnisme-Abstrait -1.99 5.15

44 Expressionnisme-Abstrait -7.20 -0.45

45 Expressionnisme-Abstrait 3.39 -1.53

46 Expressionnisme-Abstrait 6.00 0.52

47 Expressionnisme-Abstrait -1.57 3.88

48 Expressionnisme-Abstrait -2.38 3.10

49 Expressionnisme-Abstrait -3.92 -2.91

50 Expressionnisme-Abstrait 2.58 4.65

51 Expressionnisme-Abstrait -1.74 7.10

52 Expressionnisme-Abstrait -3.71 8.19

53 Expressionnisme-Abstrait 3.33 -0.62

54 Expressionnisme-Abstrait 0.11 -1.52

55 Expressionnisme-Abstrait 4.36 2.37

56 Expressionnisme-Abstrait 3.29 -1.00

57 Expressionnisme-Abstrait -4.55 4.24

58 Expressionnisme-Abstrait -6.73 2.21

59 Expressionnisme-Abstrait -7.79 4.65

60 Expressionnisme-Abstrait 5.60 5.83

Id Style PC1 PC2

47
Expressionnisme

-Abstrait
-1.57 3.88

Matrice de confusion
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1. Impressionnisme
• Paul Cézanne – La Montagne Sainte-Victoire (1904-1906)
• Paul Gauguin – Vision après le sermon (La Lutte de Jacob avec l'Ange) (1888)
• Georges Seurat – Un dimanche après-midi à l'Île de la Grande Jatte (1884-1886)
• Armand Guillaumin – Soleil couchant à Ivry (1873)
• Gustave Moreau – La Licorne (1885)

2. Surréalisme
• Paul Delvaux – Le Voyage Légendaire (1974)
• Remedios Varo – Les Feuilles mortes (1963)
• Kay Sage – Tomorrow is Never (1955)
• Wilfredo Lam – La Jungle (1943)
• Toyen – Le Paravent (1966)

3. Expressionnisme abstrait 
• Hedda Sterne – Number 6 (1951)
• Norman Lewis – Evening Rendezvous (1962) 
• Perle Fine – Summer I (1968)
• Grace Hartigan – The King is Dead (1950)
• Michael Goldberg – Park Avenue Façade (1957)

86

Collecte des 
données Constitution de la base de Test
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Collecte des 
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Collecte des 
données Constitution de la base de Test
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Id Style PC1 PC2
61Impressionnisme 1.34 -1.47
62Impressionnisme -1.82 -1.61
63Impressionnisme -0.64 -3.34
64Impressionnisme 0.87 -2.39
65Impressionnisme 0.13 -3.13
66Surrealisme -2.74 -1.23
67Surrealisme 5.43 0.94
68Surrealisme -2.43 -2.71
69Surrealisme -0.76 -2.05
70Surrealisme -6.80 2.00
71Expressionnisme-Abstrait 1.75 3.66
72Expressionnisme-Abstrait -2.86 -3.03
73Expressionnisme-Abstrait 1.24 -1.78
74Expressionnisme-Abstrait 0.09 -0.21
75Expressionnisme-Abstrait 2.18 0.34

Apprentissage
Automatique
Apprentissage
Automatique

Arbre de décision

Phase de Test

Matrice de confusion
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Id Style PC1 PC2
61Impressionnisme 1.34 -1.47
62Impressionnisme -1.82 -1.61
63Impressionnisme -0.64 -3.34
64Impressionnisme 0.87 -2.39
65Impressionnisme 0.13 -3.13
66Surrealisme -2.74 -1.23
67Surrealisme 5.43 0.94
68Surrealisme -2.43 -2.71
69Surrealisme -0.76 -2.05
70Surrealisme -6.80 2.00
71Expressionnisme-Abstrait 1.75 3.66
72Expressionnisme-Abstrait -2.86 -3.03
73Expressionnisme-Abstrait 1.24 -1.78
74Expressionnisme-Abstrait 0.09 -0.21
75Expressionnisme-Abstrait 2.18 0.34

Apprentissage
Automatique
Apprentissage
Automatique

Arbre de décision

Phase de Test

Matrice de confusion

9090
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Id Style PC1 PC2
61Impressionnisme 1.34 -1.47
62Impressionnisme -1.82 -1.61
63Impressionnisme -0.64 -3.34
64Impressionnisme 0.87 -2.39
65Impressionnisme 0.13 -3.13
66Surrealisme -2.74 -1.23
67Surrealisme 5.43 0.94
68Surrealisme -2.43 -2.71
69Surrealisme -0.76 -2.05
70Surrealisme -6.80 2.00
71Expressionnisme-Abstrait 1.75 3.66
72Expressionnisme-Abstrait -2.86 -3.03
73Expressionnisme-Abstrait 1.24 -1.78
74Expressionnisme-Abstrait 0.09 -0.21
75Expressionnisme-Abstrait 2.18 0.34

Apprentissage
Automatique
Apprentissage
Automatique

Arbre de décision

Phase de Test

Matrice de confusion
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Extraction des 
caractéristique

s

Abstraction
et 

Réduction

Apprentissag
e

Automatique

Généralisation Evaluation
Test

Collecte 
des 

données

Experts Apprentissage Automatique – Science des 
données

Experts 
Métier 92

9292
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Exemples

93

9393
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Classification de textes - Recommandation

Articles de presse

Sport

People

Eco Science
s

Science
s

Politiqu
e

Sport
Eco Classification

Politiqu
e

Sport

EcoEco

Science
s

People

Startup
94

9494
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Classification de textes - Recommandation

Opinions

Classification

Film A

Film C

Film D

Film B

Film D

Film B

Film D

Film A

Film C

Film D

Film DFilm D

Film BFilm B

Film D

Film AFilm A

Projet LGI2P
95

9595
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Clustering sémantique de chercheurs

Clustering

Organismes de recherche
96
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Classification d’échantillons sanguins

Classification

Grand groupe international
97

9797



98

Classification de signaux cérébraux / états de conscience

Classification

Fréquent

Rare

CHU
98

9898
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Suivi de l’activité physique

Informations

Données

Connaissances

CHU
99

9999
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Suivi d’un patient diabétique

Données

Informations

Connaissances

C
lu

st
e
ri

ng

CHU
100

100100
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Suivi de patients diabétiques

Données

Informations

Connaissances

CHU
101

101101
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En guise de conclusion
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102102
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1N73LL1G3NC3

15 7H3 4B1L17Y 70

4D4P7 70 CH4NG3.

~

573PH3N H4WK1NG

INTELLIGENCE

IS THE ABILITY TO

ADAPT TO CHANGE.

~

STEPHEN HAWKING

104
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La Trahison des images
René Magritte 1929
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Pour aller plus loin

106

106106
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Les réseaux neuronaux se laissent facilement berner

107https://medium.com/deep-learning-cafe/neural-networks-easily-fooled-e19bf575b527

107107
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Les réseaux neuronaux se laissent facilement berner

108https://portswigger.net/daily-swig/trojannet-a-simple-yet-effective-attack-on-machine-learning-models

108108
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Explainable AI (XAI) - Interpretable AI - Explainable Machine Learning (XML),

109

https://en.wikipedia.org/wiki/Explainable_artificial_intelligence

https://medium.com/swlh/explainable-vs-interpretable-ai-an-intuitive-example-6baf8fc6d402

109109
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Les 5 débats de l’Intelligence artificielle
https://www.opinionact.com/ressources/ia-les-5-debats-de-lintelligence-artificielle

110

110110
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L’Éthique de l’IA : Questions & Dilemmes
https://octopeek.com/fr/lethique-de-lia-questions-dilemmes/

111
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Un billion : mille millions (1000 × 106 = 109)
Un trillion : mille billions (1000 × 109 = 1012)
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https://www.researchgate.net/figure/Reported-energy-consumption-of-training-different-LLM-models-with-respect-to-
model_fig5_384115745
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SCIENCE DES DONNÉES - NIVEAU 1

MACHINE LEARNING

Gérard Dray
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Machine Learning Process

117

117
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Data, Information, Knowledge, Decision

https://internetofwater.org/valuing-data/what-are-data-information-and-knowledge
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Data

Data Frame (Observations x Features) of dimension (n x p)

The features Age and Income are quantitative

The features Gender and Marital status are qualitative “One-Hot Encoding” 

Modality of the features Marital status: (Single, Married, Widowed or Divorced)

The features : X3, X4, X5, X6, and X7 are Boolean (1 = true, 0 = false)

...

...

O
b

se
rv

at
io

n
s

Age Income Gender

M F

Marital Status

Single Married
Widowed

Divorced

...

...

...

...

...

...

...

...

...

...

...

...

...

...

...

... Feature j

...

...

...

...

...

...

...

...

...

... Feature p

...

...

...

...

...

...

...

...

Features / Variables / Attributes / Characteristics / …

x1
1 x2

1 x3
1 x4

1 x5
1 x6

1 x7
1 xj

1 xp
1

1X 2X 3X 4X 5X 6X 7X
jX pX

x1
2 x2

2 x3
2 x4

2 x5
2 x6

2 x7
2 xj

2 xp
2

x1
i x2

i x3
i x4

i x5
i x6

i x7
i xj

i xp
i

x1
n x2

n x3
n x4

n x5
n x6

n x7
n xj

n xp
n

1X

2X

iX

nX
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Machine Learning

Data-driven induction process

Machine

Learning

methods

Models

Data

Formatted

New

Data

Decision

support
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Statistics vs. Machine Learning

Statistical

Techniques

Confirmatory

Machine Learning

Techniques

Exploratory

Hypotheses New information
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Key stages of machine learning

https://towardsdatascience.com/wtf-is-machine-learning-a-quick-guide-39457e49c65b

122



123

Machine Learning approaches

https://www.wordstream.com/blog/ws/2017/07/28/machine-learning-applications
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Supervised learning

In supervised learning, we provide the data with the desired outcome (i.e., labeled data). For example, if

we want our system to learn to detect cats, we will collect thousands of images, draw a bounding box

around the cat, and provide the data set to the machine so that it can learn on its own.

https://towardsdatascience.com/wtf-is-machine-learning-a-quick-guide-39457e49c65b
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Unsupervised learning

In unsupervised learning, we simply provide data and let the machine find patterns in the dataset. For

example, we can provide three different shapes (circles, triangles, and squares) and let the machine group

them together. Such a technique is called clustering.

https://towardsdatascience.com/wtf-is-machine-learning-a-quick-guide-39457e49c65b
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Reinforcement learning

Reinforcement learning uses learning algorithms that learn from repeated experiences through

trial and error. It thus replicates the “natural” mechanism of knowledge acquisition. Robots,

chatbots, autonomous cars—its applications are numerous in artificial intelligence.

https://towardsdatascience.com/reinforcement-learning-fda8ff535bb6
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Supervised Machine Learning:
Classification

127
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Machine learning: Classification

Body temperature

B
lo

o
d

 p
re

ss
u

re

Healthy
Sick

True 
Positives

(TP)

False 
Positives

(FP)

False 
Negatives

(FN)

True 
Negatives

(TN)

P
o

si
ti

ve
N

eg
at

iv
e

R
ea

l C
la

ss
es

Positive Negative

Predicted Classes

6

3

2

5

Si
ck

H
ea

lt
h

y

R
ea

l C
la

ss
es

Sick Healthy

Predicted Classes

Precision = = 6/9 = 0.67

6

6 3+

Recall = = 6/8 = 0.75

6

6 2+

F1-Measure / F1 Score
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
= 0.71

128128

https://en.wikipedia.org/wiki/Precision_and_recall

Classical algorithms:
• K-nearest neighbors
• Naive Bayes
• Decision tree
• Logistic regression
• Support vector machines
• Neural networks
• …

Confusion Matrix
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True Positives
(TP)

False Positives
(FP)

False Negatives
(FN)

True Negatives
(TN)

Positive

Negative

Real
Classes

Positive Negative

Predicted Classes

Sensitivity / TP rate / Recall
𝑇𝑃

𝑇𝑃 + 𝐹𝑁

Specificity
𝑇𝑁

𝑇𝑁 + 𝐹𝑃

Precision
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

TN Rate
𝑇𝑁

𝑇𝑁 + 𝐹𝑁

FP Rate
𝐹𝑃

𝑇𝑁 + 𝐹𝑃

F1-Measure / F1 Score
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

Accuracy
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

129129Machine learning: Classification

https://en.wikipedia.org/wiki/Confusion_matrix

Confusion Matrix



130
https://towardsdatascience.com/understanding-the-bias-variance-tradeoff-165e6942b229
https://youtu.be/bhJgOrnvqp0

130130Bias-Variance Tradeoff

When we talk about prediction using machine learning models, it’s important to understand prediction errors (i.e., bias and variance). The

goal of any machine learning model is to find a model that minimizes the prediction errors on unseen data. There’s a tradeoff of a model’s

ability to minimize prediction errors between bias and variance. Understanding these concepts would help us address the issues of

overfitting and underfitting.

How many kilometers do you travel each day?

Estimation 1 : 22 km Estimation 2 : 7.1 km

High school



131
https://towardsdatascience.com/understanding-the-bias-variance-tradeoff-165e6942b229
https://youtu.be/bhJgOrnvqp0

131131Bias-Variance Tradeoff

High Variance High Bias

… …
High

School 1

High

School 2

High

School 2
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https://towardsdatascience.com/understanding-the-bias-variance-tradeoff-165e6942b229
https://youtu.be/bhJgOrnvqp0

132132Bias-Variance Tradeoff

High Variance High variance and bias

Low Variance and Bias High bias
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https://towardsdatascience.com/understanding-the-bias-variance-tradeoff-165e6942b229
https://youtu.be/bhJgOrnvqp0

133133Bias-Variance Tradeoff

What is bias?

Bias is the difference between our model's average prediction and the correct

value we are trying to predict. A model with high bias pays very little attention to

the training data and oversimplifies the model. It always leads to high error on both

the training and test data.

What is variance?

Variance is the variability of the model's prediction, which tells us how spread out

our data is. Models with high variance pay close attention to the training data and

do not generalize to data they have not seen before. As a result, these models

perform very well on the training data but have high error rates on the test data.



134https://towardsdatascience.com/understanding-the-bias-variance-tradeoff-165e6942b229

134134Bias-Variance Tradeoff



135https://towardsdatascience.com/understanding-the-bias-variance-tradeoff-165e6942b229

135135Bias-Variance Tradeoff
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https://towardsdatascience.com/understanding-the-bias-variance-tradeoff-165e6942b229
https://youtu.be/bhJgOrnvqp0

136136Bias-Variance Tradeoff

High Variance High variance and bias

Low Variance and Bias High bias

Overfitting

Underfitting
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137137Bias-Variance Tradeoff

K-Fold Cross-Validation is a popular tool used in training a machine learning model. The idea of this method is simple, we create a multiple

set of training data from the observed data, then train the model and evaluate the model based on the validation data, which is similar to

evaluating the model on the unseen data.

https://towardsdatascience.com/machine-learning-bias-variance-tradeoff-and-regularization-94846f945131/
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Apprentissage automatique : Classification

Day Outlook Temperature °C Temperature Humidity % Humidity Windy Play

1 Sunny 29 Hot 85 High False No

2 Sunny 27 Hot 90 High True No

3 Overcast 28 Hot 86 High False Yes

4 Rainy 21 Mild 96 High False Yes

5 Rainy 20 Cool 80 Normal False Yes

6 Rainy 18 Cool 70 Normal True No

7 Overcast 18 Cool 65 Normal True Yes

8 Sunny 22 Mild 95 High False No

9 Sunny 21 Cool 70 Normal False Yes

10 Rainy 24 Mild 80 Normal False Yes

11 Sunny 24 Mild 70 Normal True Yes

12 Overcast 22 Mild 90 High True Yes

13 Overcast 27 Hot 75 Normal False Yes

14 Rainy 22 Mild 91 High True No

15 Sunny 19 Cool 75 Normal True ?

16 Overcast 22 Mild 89 Normal False ?

Am I going to play tennis?

138138
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Supervised Machine Learning:
Classification

Method:  k-Nearest Neighbors
139

139
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Machine learning: Classification
k Nearest Neighbors (kNN)

k=3 ? =

k=5 ? =

?

X

Y

140140
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Coding of nominal features (1)
“One-Hot Encoding” 

Day Outlook Temperature Humidity Windy
Outlook

Sunny

Outlook

Overcast

Outlook

Rainy

Temperature

Hot

Temperature

Mild

Temperature

Cool

Humidity

High

Humidity

Normal

Windy

True

Windy

False
Play

1 Sunny Hot High False 1 0 0 1 0 0 1 0 0 1 No

2 Sunny Hot High True 1 0 0 1 0 0 1 0 1 0 No

3 Overcast Hot High False 0 1 0 1 0 0 1 0 0 1 Yes

4 Rainy Mild High False 0 0 1 0 1 0 1 0 0 1 Yes

5 Rainy Cool Normal False 0 0 1 0 0 1 0 1 0 1 Yes

6 Rainy Cool Normal True 0 0 1 0 0 1 0 1 1 0 No

7 Overcast Cool Normal True 0 1 0 0 0 1 0 1 1 0 Yes

8 Sunny Mild High False 1 0 0 0 1 0 1 0 0 1 No

9 Sunny Cool Normal False 1 0 0 0 0 1 0 1 0 1 Yes

10 Rainy Mild Normal False 0 0 1 0 1 0 0 1 0 1 Yes

11 Sunny Mild Normal True 1 0 0 0 1 0 0 1 1 0 Yes

12 Overcast Mild High True 0 1 0 0 1 0 1 0 1 0 Yes

13 Overcast Hot Normal False 0 1 0 1 0 0 0 1 0 1 Yes

14 Rainy Mild High True 0 0 1 0 1 0 1 0 1 0 No

15 Sunny Cool Normal True 1 0 0 0 0 1 0 1 1 0 ?

16 Overcast Mild Normal False 0 1 0 0 1 0 0 1 0 1 ?

141141Machine learning: Classification
k Nearest Neighbors (kNN)
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Day
Outlook

Sunny

Outlook

Overcast

Outlook

Rainy

Temperature

Hot

Temperature

Mild

Temperature

Cool

Humidity

High

Humidity

Normal

Windy

True

Windy

False

1 1 0 0 1 0 0 1 0 0 1

15 1 0 0 0 0 1 0 1 1 0

Day
Outlook

Sunny

Outlook

Overcast

Outlook

Rainy

Temperature

Hot

Temperature

Mild

Temperature

Cool

Humidity

High

Humidity

Normal

Windy

True

Windy

False
Play

Dist. Hamming

Day 15

1 1 0 0 1 0 0 1 0 0 1 No 6

2 1 0 0 1 0 0 1 0 1 0 No 4

3 0 1 0 1 0 0 1 0 0 1 Yes 8

4 0 0 1 0 1 0 1 0 0 1 Yes 8

5 0 0 1 0 0 1 0 1 0 1 Yes 4

6 0 0 1 0 0 1 0 1 1 0 No 2

7 0 1 0 0 0 1 0 1 1 0 Yes 2

8 1 0 0 0 1 0 1 0 0 1 No 6

9 1 0 0 0 0 1 0 1 0 1 Yes 2

10 0 0 1 0 1 0 0 1 0 1 Yes 6

11 1 0 0 0 1 0 0 1 1 0 Yes 2

12 0 1 0 0 1 0 1 0 1 0 Yes 6

13 0 1 0 1 0 0 0 1 0 1 Yes 6

14 0 0 1 0 1 0 1 0 1 0 No 6

Hamming distance

𝐷𝐻𝑎𝑚𝑚𝑖𝑛𝑔 𝑋, 𝑌 = ෍

𝑖=1

𝑘

𝑥𝑖 − 𝑦𝑖 = 1 − 1 + 0 − 0 + 0 − 0 + 1 − 0 + 0 − 0 + 0 − 1 + 1 − 0 + 0 − 1 + 0 − 1 + 1 − 0 = 6

142142Machine learning: Classification
k Nearest Neighbors (kNN)
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Day
Outlook

Sunny

Outlook

Overcast

Outlook

Rainy

Temperature

Hot

Temperature

Mild

Temperature

Cool

Humidity

High

Humidity

Normal

Windy

True

Windy

False
Play

Dist. Hamming

Day 15

1 1 0 0 1 0 0 1 0 0 1 No 6

2 1 0 0 1 0 0 1 0 1 0 No 4

3 0 1 0 1 0 0 1 0 0 1 Yes 8

4 0 0 1 0 1 0 1 0 0 1 Yes 8

5 0 0 1 0 0 1 0 1 0 1 Yes 4

6 0 0 1 0 0 1 0 1 1 0 No 2

7 0 1 0 0 0 1 0 1 1 0 Yes 2

8 1 0 0 0 1 0 1 0 0 1 No 6

9 1 0 0 0 0 1 0 1 0 1 Yes 2

10 0 0 1 0 1 0 0 1 0 1 Yes 6

11 1 0 0 0 1 0 0 1 1 0 Yes 2

12 0 1 0 0 1 0 1 0 1 0 Yes 6

13 0 1 0 1 0 0 0 1 0 1 Yes 6

14 0 0 1 0 1 0 1 0 1 0 No 6

Day
Outlook

Sunny

Outlook

Overcast

Outlook

Rainy

Temperature

Hot

Temperature

Mild

Temperature

Cool

Humidity

High

Humidity

Normal

Windy

True

Windy

False

11 1 0 0 0 1 0 0 1 1 0

15 1 0 0 0 0 1 0 1 1 0

Hamming distance

𝐷𝐻𝑎𝑚𝑚𝑖𝑛𝑔 𝑋, 𝑌 = ෍

𝑖=1

𝑘

𝑥𝑖 − 𝑦𝑖 = 1 − 1 + 0 − 0 + 0 − 0 + 0 − 0 + 1 − 0 + 0 − 1 + 0 − 0 + 1 − 1 + 1 − 1 + 0 − 0 = 2

143143Machine learning: Classification
k Nearest Neighbors (kNN)
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Day Play
Dist. Hamming

Day 15

6 No 2

7 Yes 2

9 Yes 2

11 Yes 2

2 No 4

5 Yes 4

1 No 6

8 No 6

10 Yes 6

12 Yes 6

13 Yes 6

14 No 6

3 Yes 8

4 Yes 8

15 ? 0

k = 1 ?
k = 3 ?
k = 5 ?

Day 15

144144Machine learning: Classification
k Nearest Neighbors (kNN)
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Day Play
Dist. Hamming

Day 16

10 Yes 2

13 Yes 2

7 Yes 4

9 Yes 4

11 Yes 4

5 Yes 4

8 No 4

12 Yes 4

3 Yes 4

4 Yes 4

6 No 6

1 No 6

14 No 6

2 No 8

16 ? 0

k = 1 ?
k = 3 ?
k = 5 ?

Day 16

145145Machine learning: Classification
k Nearest Neighbors (kNN)
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Day Outlook Windy
Outlook

Sunny

Outlook

Overcast

Outlook

Rainy
Temperature °C Humidity %

Windy

True

Windy

False
Play

1 Sunny False 1 0 0 29 85 0 1 No

2 Sunny True 1 0 0 27 90 1 0 No

3 Overcast False 0 1 0 28 86 0 1 Yes

4 Rainy False 0 0 1 21 96 0 1 Yes

5 Rainy False 0 0 1 20 80 0 1 Yes

6 Rainy True 0 0 1 18 70 1 0 No

7 Overcast True 0 1 0 18 65 1 0 Yes

8 Sunny False 1 0 0 22 95 0 1 No

9 Sunny False 1 0 0 21 70 0 1 Yes

10 Rainy False 0 0 1 24 80 0 1 Yes

11 Sunny True 1 0 0 24 70 1 0 Yes

12 Overcast True 0 1 0 22 90 1 0 Yes

13 Overcast False 0 1 0 27 75 0 1 Yes

14 Rainy True 0 0 1 22 91 1 0 No

15 Sunny True 1 0 0 19 75 1 0 ?

16 Overcast False 0 1 0 22 89 0 1 ?

Coding of nominal features (2)

Machine learning: Classification
k Nearest Neighbors (kNN)
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Day
Outlook

Sunny

Outlook

Overcast

Outlook

Rainy
Temperature Humidity

Windy

True

Windy

False

1 1 0 0 29 85 0 1

15 1 0 0 19 75 1 0

Day
Outlook

Sunny

Outlook

Overcast

Outlook

Rainy
Temperature Humidity

Windy

True

Windy

False
Play

Dist. Euclidienne

Day 15

1 1 0 0 29 85 0 1 No 14.21

2 1 0 0 27 90 1 0 No 17.00

3 0 1 0 28 86 0 1 Yes 14.35

4 0 0 1 21 96 0 1 Yes 21.19

5 0 0 1 20 80 0 1 Yes 5.48

6 0 0 1 18 70 1 0 No 5.29

7 0 1 0 18 65 1 0 Yes 10.15

8 1 0 0 22 95 0 1 No 20.27

9 1 0 0 21 70 0 1 Yes 5.57

10 0 0 1 24 80 0 1 Yes 7.35

11 1 0 0 24 70 1 0 Yes 7.07

12 0 1 0 22 90 1 0 Yes 15.36

13 0 1 0 27 75 0 1 Yes 8.25

14 0 0 1 22 91 1 0 No 16.34

Euclidean distance

𝐷𝑒𝑢𝑐𝑙𝑖𝑑𝑖𝑒𝑛𝑛𝑒 𝑋, 𝑌 = ෍

𝑖=1

𝑘

𝑥𝑖 − 𝑦𝑖
2 = 1 − 1 2 + 0 − 0 2 + 0 − 0 2 + 29 − 19 2 + 85 − 75 2 + 0 − 1 2 + 1 − 0 2 = 14.21

147147Machine learning: Classification
k Nearest Neighbors (kNN)
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Day
Outlook

Sunny

Outlook

Overcast

Outlook

Rainy
Temperature Humidity

Windy

True

Windy

False
Play

Dist. Euclidienne

Day 15

1 1 0 0 29 85 0 1 No 14.21

2 1 0 0 27 90 1 0 No 17.00

3 0 1 0 28 86 0 1 Yes 14.35

4 0 0 1 21 96 0 1 Yes 21.19

5 0 0 1 20 80 0 1 Yes 5.48

6 0 0 1 18 70 1 0 No 5.29

7 0 1 0 18 65 1 0 Yes 10.15

8 1 0 0 22 95 0 1 No 20.27

9 1 0 0 21 70 0 1 Yes 5.57

10 0 0 1 24 80 0 1 Yes 7.35

11 1 0 0 24 70 1 0 Yes 7.07

12 0 1 0 22 90 1 0 Yes 15.36

13 0 1 0 27 75 0 1 Yes 8.25

14 0 0 1 22 91 1 0 No 16.34

Day
Outlook

Sunny

Outlook

Overcast

Outlook

Rainy
Temperature Humidity

Windy

True

Windy

False

11 1 0 0 24 70 1 0

15 1 0 0 19 75 1 0

Euclidean distance

𝐷𝑒𝑢𝑐𝑙𝑖𝑑𝑖𝑒𝑛𝑛𝑒 𝑋, 𝑌 = ෍

𝑖=1

𝑘

𝑥𝑖 − 𝑦𝑖
2 = 1 − 1 2 + 0 − 0 2 + 0 − 0 2 + 24 − 19 2 + 70 − 75 2 + 1 − 1 2 + 0 − 0 2 = 7.07

148148Machine learning: Classification
k Nearest Neighbors (kNN)
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Day Play
Dist. Euclidienne

Day 15

6 No 5.29

5 Yes 5.48

9 Yes 5.57

11 Yes 7.07

10 Yes 7.35

13 Yes 8.25

7 Yes 10.15

1 No 14.21

3 Yes 14.35

12 Yes 15.36

14 No 16.34

2 No 17.00

8 No 20.27

4 Yes 21.19

15 ? 0.00

k = 1 ?
k = 3 ?
k = 5 ?

Day 15

149149Machine learning: Classification
k Nearest Neighbors (kNN)
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Day Play
Dist. Euclidienne

Day 16

12 Yes 1.73

14 No 2.83

2 No 5.48

8 No 6.16

3 Yes 6.71

4 Yes 7.21

1 No 8.19

5 Yes 9.33

10 Yes 9.33

13 Yes 14.87

9 Yes 19.08

11 Yes 19.21

6 No 19.52

7 Yes 24.37

16 ? 0.00

k = 1 ?
k = 3 ?
k = 5 ?

Day 16

150150Machine learning: Classification
k Nearest Neighbors (kNN)
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Supervised Machine Learning:
Classification

Method:  Naives Bayes
151

151
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Machine learning: Classification
Naives Bayes Method

152152
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Machine learning: Classification
Method: Naives Bayes

On note :

  rsdescripteu de vecteur un x,...,x,...,x,xx pi21=

  possibles classes des ensemblel' c,,cC q1 =

( )kcx, forme la de couples de fini ensemble : S

kk c classe la à tappartenan S de élémentsd' nombre :n

S de nsobservatiod' nombre : n

153153
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La règle de classification de Bayes recommande de classer le 
vecteur x dans la classe ck pour laquelle P(ck/x) est maximal.

( ) ( )
( )xp

cpx/cp
 : maximiser à revient qui Ce kk

( ) ( ) ( ) kkk c de pas dépendant ne xp ,cpx/cp ncoree soit

Pour pouvoir appliquer la règle de Bayes il faut donc pouvoir 
estimer : ( ) ( )kk cp et x/cp

Machine learning: Classification
Method: Naives Bayes
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On estime             par : ( )kcp ( )
n

n
cp̂ k

k =

et               par : ( )kcxp ( ) ( )
=

=

p

1i

k
i

k cxpcxp̂

Ce qui revient à considérer les attributs comme indépendants 
les uns des autres.

La règle de classification de Bayes devient alors : classer le 
vecteur x dans la classe ck qui maximise : 

( ) ( )k

p

1i

k
i cp cxp

=

Machine learning: Classification
Method: Naives Bayes
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Exemple

On demande de classer x=00111

 

 

 21

2

1

21

c,cC

10101,11101,11010,11111,01010S

10010,10101,10110,11001,01100S

SSS

=

=

=

=

( )

( )
2

1

10

5

n

n
cp̂

2

1

10

5

n

n
cp̂

2
2

1
1

===

===

Machine learning: Classification
Method: Naives Bayes
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On suppose les attributs indépendants

On classera donc x=00111 en classe c1

( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( ) 5352c1xp̂5253c0xp̂

5352c1xp̂5253c0xp̂

5353c1xp̂5252c0xp̂

5452c1xp̂5153c0xp̂

5454c1xp̂5151c0xp̂

cccc

j5j5

j4j4

j3j3

j2j2

j1j1

2121

==

==

==

==

==

Ƹ𝑝 Τ00111 𝑐1 =
1

2
 × 

1

5
×

3

5
×

3

5
×

2

5
×

2

5
=

1

2
 ×

36

55
= 5.75 10−3

Ƹ𝑝 Τ00111 𝑐2 =
1

2
 ×  

1

5
×

1

5
×

3

5
×

3

5
×

3

5
=

1

2
 ×

27

55
= 4.3 10−3

 

 

 21

2

1

21

c,cC

10101,11101,11010,11111,01010S

10010,10101,10110,11001,01100S

SSS

=

=

=

=

( ) ( )k

p

1i

k
i cp cxp

=

Machine learning: Classification
Method: Naives Bayes

157157



158

Day Outlook Temperature Humidity Windy Play

1 Sunny Hot High False No

2 Sunny Hot High True No

3 Overcast Hot High False Yes

4 Rainy Mild High False Yes

5 Rainy Cool Normal False Yes

6 Rainy Cool Normal True No

7 Overcast Cool Normal True Yes

8 Sunny Mild High False No

9 Sunny Cool Normal False Yes

10 Rainy Mild Normal False Yes

11 Sunny Mild Normal True Yes

12 Overcast Mild High True Yes

13 Overcast Hot Normal False Yes

14 Rainy Mild High True No

15 Sunny Cool Normal True ?

0.36 0.60 0.20 0.20 0.60 No 0.014400

0.64 0.22 0.33 0.67 0.33 Yes 0.016461

16 Overcast Mild Normal False ?

0.40 0.00 0.40 0.20 0.40 No 0.000000

0.60 0.44 0.44 0.67 0.67 Yes 0.087791

p(Play = no) = 5 / 14 = 0.36

p(Play = yes) = 9 / 14 = 0.64

p(Outlook = Overcast / Play = No) = 0 / 5 = 0.00

p(Outlook = Rainy / Play = No) = 2 / 5 = 0.40

p(Outlook = Sunny / Play = No) = 3 / 5 = 0.60

p(Outlook = Overcast / Play = Yes) = 4 / 9 = 0.44

p(Outlook = Rainy / Play = Yes) = 3 / 9 = 0.33

p(Outlook = Sunny / Play = Yes) = 2 / 9 = 0.22

p(Temperature = Cool / Play = No) = 1 / 5 = 0.20

p(Temperature = Hot / Play = No) = 2 / 5 = 0.40

p(Overcast = Mild / Play = No) = 2 / 5 = 0.40

p(Temperature = Cool / Play = Yes) = 3 / 9 = 0.33

p(Temperature = Hot / Play = Yes) = 2 / 9 = 0.22

p(Temperature = Mild / Play = Yes) = 4 / 9 = 0.44

p(Humidity = High / Play = No) = 4 / 5 = 0.80

p(Humidity = Normal / Play = No) = 1 / 5 = 0.20

p(Humidity = High/ Play = Yes) = 3 / 9 = 0.33

p(Humidity = Normal / Play = Yes) = 6 / 9 = 0.67

p(Windy = False / Play = No) = 2 / 5 = 0.40

p(Windy = True / Play = No) = 3 / 5 = 0.60

p(Windy = False/ Play = Yes) = 6 / 9 = 0.67

p(Windy = True / Play = Yes) = 3 / 9 = 0.33

Machine learning: Classification
Method: Naives Bayes

158158



159

Supervised Machine Learning:
Classification

Method:  Decision Tree
159

159
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Day Outlook Temperature Humidity Windy Play

1 Sunny Hot High False No

2 Sunny Hot High True No

3 Overcast Hot High False Yes

4 Rainy Mild High False Yes

5 Rainy Cool Normal False Yes

6 Rainy Cool Normal True No

7 Overcast Cool Normal True Yes

8 Sunny Mild High False No

9 Sunny Cool Normal False Yes

10 Rainy Mild Normal False Yes

11 Sunny Mild Normal True Yes

12 Overcast Mild High True Yes

13 Overcast Hot Normal False Yes

14 Rainy Mild High True No

160160Machine learning: Classification
Method: Decision Tree
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161161Machine learning: Classification
Method: Decision Tree
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Entropy (noun)

1. Name given by Clausius to the state function denoted by S, which characterizes the state of “disorder” of a system.

2. In communication theory, a number that measures the uncertainty of the nature of a given message based on the

preceding one. (Entropy is zero when there is no uncertainty.)

https://www.larousse.fr/dictionnaires/francais/entropie/30093

H 𝑋 = − σ𝑖=1
𝑛 𝑃 𝑥𝑖 𝑙𝑜𝑔𝑏 𝑃(𝑥𝑖)

162162Machine learning: Classification
Method: Decision Tree
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Day Outlook Temperature Humidity Windy Play

1 Sunny Hot High False No

2 Sunny Hot High True No

6 Rainy Cool Normal True No

8 Sunny Mild High False No

14 Rainy Mild High True No

3 Overcast Hot High False Yes

4 Rainy Mild High False Yes

5 Rainy Cool Normal False Yes

7 Overcast Cool Normal True Yes

9 Sunny Cool Normal False Yes

10 Rainy Mild Normal False Yes

11 Sunny Mild Normal True Yes

12 Overcast Mild High True Yes

13 Overcast Hot Normal False Yes

H 𝑃𝑙𝑎𝑦 = −𝑃 𝑃𝑙𝑎𝑦 = 𝑁𝑜 𝑙𝑜𝑔2 𝑃 𝑃𝑙𝑎𝑦 = 𝑁𝑜  −𝑃 𝑃𝑙𝑎𝑦 = 𝑌𝑒𝑠 𝑙𝑜𝑔2 𝑃 𝑃𝑙𝑎𝑦 = 𝑌𝑒𝑠

H 𝑃𝑙𝑎𝑦 = −
5

14
𝑙𝑜𝑔2

5

14
 −

9

14
𝑙𝑜𝑔2

9

14
=0.94

163163Machine learning: Classification
Method: Decision Tree
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Which test will remove the most uncertainty?
Which test will reduce entropy the most?

Outlook ? Temperature ? Humidity ? Windy ?

SunnyRainyOvercast

(3,2)(2,3)(0, 4)

MildHotCool

(2,4)(2,2)(1, 3)

NormalHigh

(1,6)(4, 3)

TrueFalse

(3,3)(2, 6)

Play

(No,Yes)

(5,9)

Entropie =0.94 

164164Machine learning: Classification
Method: Decision Tree
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Outlook ? Temperature ? Humidity ? Windy ?

Play

(No,Yes)

(5,9)

Entropie =0.94 

SunnyRainyOvercast

(3,2)(2,3)(0, 4)

MildHotCool

(2,4)(2,2)(1, 3)

NormalHigh

(1,6)(4, 3)

TrueFalse

(3,3)(2, 6)

Entropie

0

Entropie

0.97

Entropie

0.97

Entropie

0.81

Entropie

1.00

Entropie

 0.92

Entropie

0.98

Entropie

0.59

Entropie

0.81

Entropie

1.00

H 𝑂𝑢𝑡𝑙𝑜𝑜𝑘 =
4

14
× 0 +

5

14
× 0.97 +

5

14
× 0.97 = 0.69

H 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 =
4

14
× 0.81 +

4

14
× 1 +

6

14
× 0.92 = 0.91

H 𝐻𝑢𝑚𝑖𝑑𝑖𝑡𝑦 =
7

14
× 0.98 +

7

14
× 0.59 = 0.79

H 𝑊𝑖𝑛𝑑𝑦 =
8

14
× 0.81 +

6

14
× 1 = 0.89

165165Machine learning: Classification
Method: Decision Tree
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Outlook = 

Overcast

Yes

Day Outlook Temperature Humidity Windy Play

3 Overcast Hot High False Yes

7 Overcast Cool Normal True Yes

12 Overcast Mild High True Yes

13 Overcast Hot Normal False Yes

166166Machine learning: Classification
Method: Decision Tree
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Outlook = 

Rainy

No

Day Outlook Temperature Humidity Windy Play

6 Rainy Cool Normal True No

14 Rainy Mild High True No

4 Rainy Mild High False Yes

5 Rainy Cool Normal False Yes

10 Rainy Mild Normal False Yes

Windy ?

FalseTrue

Yes

167167Machine learning: Classification
Method: Decision Tree
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Outlook = 

Sunny

No

Humidity ?

NormalHigh

Yes

Day Outlook Temperature Humidity Windy Play

1 Sunny Hot High False No

2 Sunny Hot High True No

8 Sunny Mild High False No

9 Sunny Cool Normal False Yes

11 Sunny Mild Normal True Yes

168168Machine learning: Classification
Method: Decision Tree
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Outlook ?

Humidity ?Windy ?

NormalHighTrueFalse

Sunny

Rainy
Overcast

Yes No Yes No Yes

Day Outlook Temperature Humidity Windy Play

15 Sunny Cool Normal True ?

16 Overcast Mild Normal False ?

Day 15Day 16

169169Machine learning: Classification
Method: Decision Tree
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Classification mise en pratique : 
« Orange Data Mining »

étape par étape

170

170
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Classification mise en pratique : « Orange Data Mining » étape par étape

171

Étape 1 : Poser le problème

Étape 2 : Rechercher les données

Étape 3 : Nettoyer les données

Étape 4 : Transformer les données

Étape 5 : Sélectionner les données pertinentes

Étape 6 : Rechercher les modèles

Étape 7 : Évaluer et valider les résultats
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https://orangedatamining.com/
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https://orangedatamining.com/download/
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Étape 1: Poser le problème

174

Un exemple : Classification supervisée de fleurs d’iris

Connaissant : 
• la longueur des sépales d’une fleur d’iris
• la largeur des sépales d’une fleur d’iris
• la longueur des pétales d’une fleur d’iris
• la largeur des pétales d’une fleur d’iris

Est-il possible de classer les fleurs dans les catégories suivantes ?
• Iris Setosa - classe 1
• Iris Versicolour - classe 2
• Iris Virginica - classe 3

L’objectif est de fournir un modèle de classification supervisée qui accepte en entrée les 4 caractéristiques des sépales 
et des pétales des fleurs d’iris et qui fournit en sortie le numéro de la classe de la fleur (1, 2 ou 3).

Les résultats de la classification seront évalués sur une base de données de test représentant 25% des données 
collectées sous la forme d'une matrice de confusion.
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Étape 2 : Rechercher les données
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Un exemple : Classification de fleurs d’iris

Title: Iris Plants Database Updated Sept 21 2000 by C.Blake
File : iris.dat
Sources:
     (a) Creator: R.A. Fisher
     (b) Donor: Michael Marshall
     (c) Date: July, 1988
Number of Instances: 150 (50 in each of three classes)
Number of Attributes: 4 numeric attributes and the class
Attribute Information:
   1. sepal length in cm
   2. sepal width in cm
   3. petal length in cm
   4. petal width in cm
   5. class: 
      -- Iris Setosa
      -- Iris Versicolour
      -- Iris Virginica
Missing Attribute Values: None

Étape 2 : Rechercher les données

176
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Étape 2 : Rechercher les données
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Étape 2 : Rechercher les données



179

Vérifier l’origine des données

Traiter les valeurs aberrantes

Traiter les valeurs manquantes

Traiter les valeurs nulles

Estimer la qualité des données

Étape 3 : Nettoyer les données

179
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Étape 4 : Transformer les données

180

Cette étape peut consister à :
• Normaliser les données
• Coder les informations qualitatives
• Coder en ratios (pourcentages)
• Transformer les dates en durées
• Transcoder les données,
 exemple : code postal en coordonnées géographiques
• Exprimer des fréquences
• Exprimer des tendances
• Réaliser des combinaisons de variables
 ...



181181

Étape 4 : Transformer les données
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Réduire les dimensions
• Expertise humaine
• Analyses graphiques
• Information Mutuelle
• Analyses de corrélation
• Analyse en composantes 

principales
•  ...

Étape 5 : Sélectionner les données pertinentes

182
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Étape 5 : Sélectionner les données pertinentes

183

Réduire les dimensions
• Expertise humaine
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Étape 5 : Sélectionner les données pertinentes
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Réduire les dimensions
• Expertise humaine
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Étape 5 : Sélectionner les données pertinentes

185

Réduire les dimensions
• Expertise humaine
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Étape 5 : Sélectionner les données pertinentes
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Réduire les dimensions
• Expertise humaine
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Étape 5 : Sélectionner les données pertinentes
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Réduire les dimensions
• Information Mutuelle
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Étape 6 : Rechercher les modèles

188

Choix d'une méthode ou d'une technique :

• K plus proches voisins

• Naive Bayes

• Arbres de décision

• Réseaux de neurones

• Régression

• Règles

• Analyses factorielles

• Logique Floue

• Algorithmes génétiques

• Le raisonnement à base de cas

• Les réseaux Bayésiens

•  ...
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Étape 6 : Rechercher les modèles
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Choix d'une méthode ou d'une technique :

• K plus proches voisins

• Naive Bayes

• Arbres de décision

• Réseaux de neurones

• Régression

• Règles

• Analyses factorielles

• Logique Floue

• Algorithmes génétiques

• Le raisonnement à base de cas

• Les réseaux Bayésiens

•  ...
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Étape 7 : Évaluer et valider les résultats

191
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Étape 7 : Évaluer et valider les résultats
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Étape 7 : Évaluer et valider les résultats
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Étape 7 : Évaluer et valider les résultats
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Machine Learning: 

Feature Engineering

195195
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196196Machine learning: Feature Engineering
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Feature engineering is a preprocessing step in supervised machine learning and statistical

modeling which transforms raw data into a more effective set of inputs. Each input

comprises several attributes, known as features. By providing models with relevant

information, feature engineering significantly enhances their predictive accuracy and

decision-making capability.

https://en.wikipedia.org/wiki/Feature_engineering
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Feature engineering techniques:

• Feature imputation

• Feature encoding

• Feature scaling

• Feature transformation

• Feature selection

• …



198

Missing data can skew your analysis, reduce model accuracy, and lead to biased results.

Imputation fills these gaps, allowing you to use the complete dataset for analysis and

modeling.

198198Machine learning: Feature Engineering
Feature Imputation 

medium.com/@sanjayskumar4010/simple-guide-for-data-imputation-encoding-scaling-and-feature-transformation-techniques-cbb42dae1700
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199199Machine learning: Feature Engineering
Feature Encoding
 

Machine learning models require numerical input. Encoding transforms categorical data into a

numerical format, enabling models to process and learn from it.

medium.com/@sanjayskumar4010/simple-guide-for-data-imputation-encoding-scaling-and-feature-transformation-techniques-cbb42dae1700
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200200Machine learning: Feature Engineering
Feature Scaling 
 

Feature scaling ensures that all features contribute equally to the model. It can significantly

improve the performance of algorithms that rely on distance measurements or gradient-based

optimization.

medium.com/@sanjayskumar4010/simple-guide-for-data-imputation-encoding-scaling-and-feature-transformation-techniques-cbb42dae1700
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201201Machine learning: Feature Engineering
Feature Transformation 
 

Feature transformation modifies the data into a more suitable format for modeling, helping to

improve model performance and interpretability.

medium.com/@sanjayskumar4010/simple-guide-for-data-imputation-encoding-scaling-and-feature-transformation-techniques-cbb42dae1700
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https://scikit-learn.org/stable/modules/cross_validation.html
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Feature selection

• Human expertise

• Graphical analyses

• Mutual information

• Correlation analyses

• Principal component analysis ...

203203Machine learning: Feature Engineering
Feature selection
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204204Machine learning: Feature Engineering
Feature selection
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205205Machine learning: Feature Engineering
Feature selection
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206206Machine learning: Feature Engineering
Feature selection
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207207Machine learning: Feature Engineering
Feature selection
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Y is a feature

X is the class

208208Machine learning: Feature Engineering
Feature selection
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X = Play X = Play X = Play

No Yes No Yes Marginal p(x) No Yes

Y = Outlook Overcast 0 4 Overcast 0.00 0.29 0.29 Overcast 0.00 0.00

Rainy 2 3 Rainy 0.14 0.21 0.36 Rainy 0.19 0.16

Sunny 3 2 Sunny 0.21 0.14 0.36 Sunny 0.16 0.19 H(Play)= 0.94 H(Play|Outlook)= 0.69 I(Play,Outlook)= 0.25

Marginal p(y) 0.36 0.64 1.00

X = Play X = Play X = Play

No Yes No Yes Marginal p(x) No Yes

Y = Temperature Cool 1 3 Cool 0.07 0.21 0.29 Cool 0.14 0.09

Hot 2 2 Hot 0.14 0.14 0.29 Hot 0.14 0.14

Mild 2 4 Mild 0.14 0.29 0.43 Mild 0.23 0.17 H(X=Play)= 0.94 H(Play|Temperature)= 0.91 I(Play,Temperature)= 0.03

Marginal p(y) 0.36 0.64 1.00

X = Play X = Play X = Play

No Yes No Yes Marginal p(x) No Yes

Y = Humidity High 4 3 High 0.29 0.21 0.50 High 0.23 0.26

Normal 1 6 Normal 0.07 0.43 0.50 Normal 0.20 0.10 H(X=Play)= 0.94 H(Play|Humidity)= 0.79 I(Play,Humidity)= 0.15

Marginal p(y) 0.36 0.64 1.00

X = Play X = Play Marginal p(x) X = Play

No Yes No Yes 0.00 No Yes

Y = Windy False 2 6 False 0.14 0.43 0.57 False 0.29 0.18

True 3 3 True 0.21 0.21 0.43 True 0.21 0.21 H(X=Play)= 0.94 H(Play|Windy)= 0.89 I(Play,Windy)= 0.05

Marginal p(y) 0.36 0.64 1.00

1

2

3

4

Machine learning: Feature Engineering
Feature selection
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Machine learning: Feature Engineering
Feature selection
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